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CHAPTER T -

Background of Grant

Grant NGR;44~0057039 was given by the National Aero-
nautics and Space Administrations to the University of
Houston on May 17, 1966. The principal investigator was
R. D. Shelton. The grant was for the amount of $51,356 and
was to run for one year. A renewal was received on February
26, 1967 to support the project for a second year with the
amount of $52,458,

The title of the grant was "Advancement of the General
Theory of Multiplexing with Applications to Space Communi-
cations". Originally, the grant consisted of three major
tasks: 1) development of new methods of signal multiplexing,
2) performance comparison of new multiplexing systems with
conventional systems, and 3) application of the best of these
new technigues to the design of a modulation and multiplex-
ing system for the Apollo Applications Program. In the
second year the grant activities consisted primarily of
applications of techniques developed in the first year to
spaée communication system design, and further analysis of

problem areas uncovered during the first year.



Most of the grant results have been previously reported
in detail. Table 1-1 lists the seven technical papers pre-
sented by grant personnel based on their work. Copies have.
been sent to NASA. In addition, three lengthy semi-annual
progress reports have presented detailed results not covered
in technical papers. The six Master's theses and three
doctoral dissertations listed in Table 1-2 also cover work
done on the grant. Close coordination was maintained with
personnel of the Information Systems Division of the Manned
Spacecraft Center by means of monthly letter progress re-
ports and two oral presentations. Finally, this report
contains an extensive amount of material not previously
included in the reports to NASA.

In addition to the technical accomplishments summarized
above, there are many other benefits for a grant of this
type. Table 1-2 lists twelve degrees granted to personnel
supported at one time By the grant. Two other persons
listed, B. H. Batson and N. K. Tomaras, never received sal-
aries from the grant but were supervised by grant personnel,
and their work was directed toward the goals of the gfant.
It éhould be noted that the three doctorates awarded to

grant personnel are the first Ph.D. degrees awarded in



electrical engineering by the University of Houston.

Thus, this grant was instrumental in development of the
doctoral program at the University. In Table 1-3 are

listed eight oﬁher students who were assisted toward degrees
by grant support. Several faculty members made contributions
to the grant: Doctors R. D. Shelton, H. S. Hayre, E. L.
Michaels, J. D. Bargainer, and N. M. Shehadeh. Their time
was provided free by the University, except during the
summer terms. One of the greatest potential benefits of
this program is the familiarity these men gained with NASA
systems and their problems, as these faculty_members now
sﬁpervise the thesis research of a number of NASA engineers.
Finally, one fulltime secretary assisted greatly with the
clerical work - Mrs. S. Mitchell during the first year and

Mrs. A. Roach during the second.



April 1967

June 1967

June 1967

October 1967

March 1968

March 1968

September 1968

TABLE 1-1.

CONFERENCE PAPERS PRESENTED BY GRANT PERSONNEL

"Orthogonal Multiplexing
Systems Based on Easily-
Generated Waveform”

"Analog and Digital Com-
puter Simulations of
Multiplex Systems Per-
formance™

"Communications Systems
for Manned Interplanetary
Explorations"

"T.V. Systems for Manned
Interplanetary Missions"

"Some Binary Cyclic Codes"

"A Jump-Search Procedure
for Sequential Decoding™

"Noise Performance bf
Practical Phase Reference
Detectors for PSK Signals"

SWIEEECO
Dallas

IEEE Interna-

tional Commun-
ications Con-

ference,Minne~
apolis

1967 Symposium
of the American
Astronautical
Society, Hunts-
ville, Ala.

EASTCON
Washington,D.C,

Princeton In-
formation
Theory Confer-
ence

Princeton In-
formation
Theory Confer-
ence

EASTCON
Washington,D.C.

T.Williams
R.D.Shelton

S.Riter
T.Williams
R.D.Shelton

S.Riter
R.D.Shelton

E.L.Michaels

N.M.Shehadeh

N.M, Shehadeh
C.0.Ho

S.Riter



DATE

September 1967

June 1967
June 1867
June 1967‘
June 1967
June 1967

June 1967

June 1967

August 1967
August 1967

June 1968

June 1968

June 1968

June 1968

TABLE 1-2,

DEGREES GRANTED TO GRANT PERSONNEL WITH THESTS SUBJECT

NAME
L.Puigjaner
W.L.Hon
S.Sloan
C.Osborne
W.Trainor
J.Froeschner

S.Riter

R.D.Shelton

B.H.Batson

T.Williams

M.A.Smither

S.Riter

N.K.Tomaras

W.L.Hon

DEGREE THESIS SUBJECT

M.S. BAnalytic Signals in Multiplexing

M.S. Optimum Multiplexing for a Space Com~
munication System

Ph.D. A Study of Optimum Multiplexing Systems

M.S. Signal Design for a Communication
System '

Ph.D. Realization of Optimum Multiplexing
Systems

M.S. Data Compression

Ph.D. Modulation Optimization for Space
Communication

M.S. Review of Television Systems

M.S. Carrier Synchronization



TABLE 1-3,

ADDITIONAL STUDENTS SUPPORTED BY GRANT

NAME MONTHS ON GRANT - WORKING TOWARD DEGREE
S.Z.H.Tagvi _ 16 : Ph.D.
I.D.Tripathi | : 12 | Ph.D.

C.Q.Ho 9 Ph.D.
P.Weinreb 4 Ph.D.
S.Wade (technical writer) 12 M.A.
S.Vaharami 4 B.S.
M.L.Butler (draftsman) 9 B.S.

J.C.Hennessy (draftsman) 9 ‘ B.S.



CHAPTER II .
ORGANIZATION OF FINAL REPORT

This report can be divided into two parts. The first
part, Chapters III through IX represents work conducted by
Dr. T. Williams and is concerned with the realization of
optimum orthogonal multiplexing systems. The second part,

- Chapters IX through XI, represents work conducted by Dr.

S. Riter and represents an application of the theory of or-
thogonal multiplexing to the solution of a number of unre-
solved problems common to systems such as the Apollo unified
S-band communication system.

Part I.

In Part I. several sets of orthonormal functions suit-
able for use in orthogonal multiplexing systems are derived.
The functions are selected on the basis of ease of imple-~
mentation since orthogonal multiplexing systems perform
equally well for all signal waveshapes in channels with
white Gaussian noise.

The functions are analyzed and mathematical relation-
ships derived for message distortion due to time, frequency,
and amplitude truncation. The orthomux system was also sim-
ulated on an IBM 7090 digital computer using DSL-90 simulation
language to evaluate the effects of realistic channel models.
Examples of the computer programs are enclosed.

It was found that the real exponential set is the most
easily realized signal set from the standpoint of equipment
simplicity. A discussion of the performance of this set
given along with the performance of a set derived wusing
powers of t.

Part II.

In Part IXI. Dr. Riter developes general design criteria
for realizing a multiplexing system patterned after the USB
system, and answers a number of previously unresolved ques-
tions concerning the choice and performance of the data de-
tector and the effect of probabilistic coding of the data
signals. From this work a few general conclusions can be
drawn.

For the system mentioned the best multiplexing process
is FDM. The best modulation technique is PM however, under
certain circumstances AM will perform satisfactorily and



certainly deserves serious consideration in the design of
any system. Whether PM or AM is chosen coherent detection
will be used to recover the information signal and conse-
quently the designer must insure that sufficient energy is
placed in the carrier reference signal. It is shown in
Chapter IX that if a second order phase lock loop is used

to recover the reference then a signal to noise ratio of

10 to 13 decibels in the noise bandwidth of the phase lock
loop is in a sense optimum.

: In Chapter X the effects of random phase and timing
errors on the detection of the PSK signals are studied.

It is shown that of the two the phase errors are considerably
more significant. It is also shown that at low signal to
noise ratio the optimum estimator of the phase of a PSK
signal can be realized with a Costas loop, and that at high
signal to noise ratios although the receiver structure is
different the performance of the two receivers is for all
practical purposes identical. In addition, it is shown that
at low signal to noise ratios the Costas loop gives slightly
improved performance over the squaring loop (the more con-
ventional circuit) but that at higher signal to noise ratios
the performance is again nearly identical. It is concluded
that although the squaring loop is not the best detector on
a statistical basis that due to it's ease of implementation,
current use in many practical systems, and demonstrated sat-
isfactory performance one is hardly justified in going to
more sophisticated techniques if a few simple design rules
are followed.

In Chapter XI relationships for determining the improve-
ment in performance for the PSK channel with random coding
are developed and discussed. 1In general it is shown that
startling improvements in performance are obtainable if the
designer is willing to pay the price of high equipment com-
plexity and lower information rate.
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CHAPTER IIT
ORTHOGONAL MULTIPLEXING

Introduction -

Multiplexing is the combining of several messages
in such a way that they can be transmitted over a channel
on a single carrier and then be individually recovered at
the receiver. The only multiplexing techniques which have
been used to any great extent in the past are frequency
division multiplexing and time division multiplexing,
Since the recovery of the individual signals at the receiver
is based on the orthogonality of the signals, and since
there exist many types of orthogonal functions, then many
other multiplexing schemes may be devised. Ballard (1962)
analyzed a system based on the Legendre polynomials. The
general orthogonal multiplexing technique was referred to
as "orthomux." A search of the literature shows that very
little has been done in the orthomux field to determine the
relative advantages of the various possible systems with
regard to implementation and performance.

The operation of an orthogonal multiplexing system
is based on the integral

T

.' .
é 0j(t) oj(t)at = (Oe - [3=1]

where oi(t is the ith channel transmitted signal and o, (t)
is the jt channel signal generated by the receiver, and
usually the signals are orthonormal; that is, each signal is
amplitude normalized so that X is one. This distributes the
power equally among the signals in order to create an equal
signal-to-noise ratio condition. The system operation is
explained by Figures (3-1) and (3-2). The orthomux system

is a pulsed system in that each block in the transmitter

and receiver operates over a period of time T and then.resets
and starts another cycle. Identical orthogonal function
generators are used in the transmitter and receiver to pro-
duce the set of orthogonal functions required for system
operation. The transmitter and receiver operate in frequency
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Figure 3-2. Genéral orthogonal multiplex system receiver



13

synchronism, with receiver operation delayed in time
enough to accomodate signal propagation time. A single
message would travel through channel one, for instance,
of the transmitter system in this manner:

(1)

(2)

T

The message 1nput of channel one of the trans-
mitter Mj; (t) is sampled and the sampled value

is held for one cycle of operation as the con-
stant value M; (t);

The message sample is multiplied with the or-
thogonal signal 0; (t) from channel one to form
Ml(t) 01 (t); this product is then added to the
signals of the other channels to form £ (t).

This composite signal is sent to the link trans-
mitter for final processing before transmission
over the path to the receiver. This might en=-
tail shifting the entire signal spectrum to a
high frequency for transmission over a radio
link, for example. The entire process described

- above is repeated continuously for each channel

of the system. A timing signal generated by the
transmitter controls the sequence of operations
in the transmitter and the receiver. At the
receiver, the received message is processed to
recover the composite message signal f_(t),

S . . m .
system timing information, and any other informa-
tion necessary to recover the individual channel
messages. The synchronized receiver generates
a set of orthogonal functions identical to those
in the receiver but delayed in time by propaga-
tion time, as shown in Figure (3-2). The mess-
age in channel one is recovered in the follow-
ing way:

(a) The flrst orthogonal function is multlplled
with the composite input message to form
0, (£)E_(£);
(b) This product is integrated to produce the
expression

éol(t)(fm(t) + n]ldt, and n = Noise 71[3«2]o
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Sinusoidal Orthogonal Waveforms Suitable

for Use in a Frequency Division Multiplexing
System
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0, (t)
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Figure 3-5,

Time T

Orthogonal waveforms for time division
multiplexing
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which upon expansion of fm(t) becomes

T . : .
Jo, (t) M, ()0, (£) + Mzﬁt)oz(ﬁ)v+ o o o F
0 s ‘ o S

: T .
“My(e)oy(e)lde + Sloy(E)nlat . [3-3]
: 0 .

(¢) Finally, the receiver samples the integ-
rator output at time t=T, and the sampled
output is smoothed as one of a stream of
-levels of period T, by a smoothing net-
work whose output is M¥ (t).

The dlfference between M%¥ (t) and Ml(t) is the channel
error. The smoothing filter is not needed in the case of
digital messages. Figures (3-3), (3-4), and (3-5) show
functions suitable for use in an orthomux system.

Davenport and Root show that the optimum process for
the detection of a signal in the presence of additive white
Gaussian noise is a correlation process, where the shape of
the signal and time or arrival of the signal at the receiver
are known, and the information is amplitude modulated.
Specifically, the correlation process maximizes the signal-
to-noise ratio or in the case of a digital signal, it mini-
mizes the probability of error. This is true for the simple
baseband channel with additive Gaussian noise. However, if
the channel differs from this simple channel with unrestricted
bandwidth, then the optimum multiplexing system depends on
the assumptions made about the channel itself. For the simple
baseband channel with additive white Gaussian noise all the
orthomux systems perform equally well (Davenport, 1958).

Thus for the simple baseband channel the optimum orthomux
system would be the system which is relatively simple to con-
struct. This seems to be the system based on the real expo-
nential set, since the exponentials are very easy to generate,
For a channel which band-limits the frequency spectrum of the
transmitted signals, consideration must be given to the
problem of the resultant distortion of the received message.
In the case of a peak power-limited channel, the optimum
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multiplexing system uses binary (digital) waveforms,
These waveforms have an optimum peak-to-average power
ratio of one. The types of binary combination methods
leading to the simplest implementation are also discussed.
Each of the types of signals which are optimum in
terms of the considerations discussed above are investi-
gated as to their implementation in the following chapters.
In addition several other sets are considered because of
one or more interesting properties. First a brief review
of previous applicable work in the area of orthogonal
multiplexing is given.

Review of Previous Investigations
Interest in orthogonal multiplexing has come about
because of the following advantages:
(1) Orthogonality of the signals gives a theoret-
ical minimum of zero crosstalk between channels.
(2) A correlation detection process assures maximum
rejection of noise and interference.
(3) Orthogonal multiplexing is optimum in several
. practical ways which depend on the channel char-
acteristics. The different orthogonal sets allow
the designer to select a set on the basis of ease
of implementation or optimum in the sense of
peak-to~average-power ratio, for instance.
Ballard (1962) pointed out that Legendre functions
may be generated using cascaded solid state circuits.  The
first three Legendre functions are: .

Po(x) =1 - [3-4]
P,(x) = X ' | » | [3-5]
P, (x) = %[3x%=1] g  [3-6]

and so forth, where

P

" T ’ N
x=glt =31 , for 02t 3T o [3=-7



+1

+1

2 X

Figure 3-6.

The First Three Legendre Polynomials
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Higher ordered polynomlals are obtained using the Rodrigue' s
formula -

- l]N ¢ fOor n=0,1,2,, . . [3-8])

’

Note that all the functions have zero mean and a peak value
of one except for Py(x). The first three. functions are
shown in Figure (3-6). Even order functions have even
symmetry and odd order functions have odd symmetry, and
their orthogonality interval extends from ~1 to +1.

Equations for the frequency spectrum of the Legendre
polynomials are tabulated in Ballard's paper and the effect
of fllterlng or frequency truncation on crosstalk is men-
tioned in addition to the details of implementation.

Karp and Higuchi (1963) analyzed a system based on
the modified Hermite polynomials which are said to have
superior time-bandwidth compression properties. Their in-~
terval of orthogonality is from t=-~« to t=+«, but the func-
tions can be truncated in time at the expense of introducing
crosstalk into the system. This system is complex and there-
fore its implementation is not simple. The generating func-
tion for the modified Hermite polynomials is (Karp, 1963)

Hg(t) = LDNal8) 627207 (me2/a2), [3-9]

TA/HT 2N/2 atN

Titsworth (1963) has described a Boolean-Function-
Multiplexed system with the advantage that the average and
peak powers are the same since it is a digital system.
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CHAPTER IV
EXPONENTIAL ORTHOGONAL FUNCTIONS

In this chapter exponential orthogonal functions
are analyzed with a view to their application in pulsed
multiplex systems. The interest in the exponential func-
‘tions with real exponents is based on their being rela-
tively easy to be generated. Methods of implementation
and performance improvement techniques for this system
are given later,

A sequence of functions gi(t), is given below:

2=

gl(t? = @"Pt

gz (t) = eazpt
° fOf.O s t'ﬁ o5 i. [4,11'
’QN(t) o e”NPt ‘

with p as a real positive constant, may be used to obtain
a set of orthogonal functions Oi(t) over an interval given

below: ’
0, (t) = /2p e"Pt , D (3
0,(t) = 4Vp e~Pt = 6/ e-2pt o 14-3)
04(t) = Y6p(3e"Pt - 12e=?Pt 4 10e=%Pt) - [4uq)
or - Oy (t) = kglCNk e"kPt  for 0 2 ¢t £ ® N (4-5]
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The method by which this set of functions shown in Figure
(4-1) is obtained is described in Appendix B.

Time Truncation Crosstalk

Since the exponentials decay rapidly, it is possible
to truncate the signal at a finite time T and preserve most
of their desirable characteristics. This truncation causes
crosstalk which can be calculated using the basic orthogon-
ality integral ' '

T . - .
dnm (T) = g Oy (t) Oy(t) dt (4-6])

The crosstalk is calculated by substituting the defining
equations for the orthogonal signals in Equation (4-6)

T N M '
O (T) = S( T Co. € FPE) ( F ¢y edPtyac (4-7]
¢ O.kZl Nk ,azl MA ,
. N M . T ¢
oam(T) = § ] Cyx Gy f e~ (KFIpt at ~ l4-8)
. 0 .

k=1l A=1

N Mcyp Oy N Moeoyk cma

dum(T) = ] . - 2 o~ [k+1) pt

" xe1 251 FHIP Wby L TR

o T (4-9)

(™) = Snm - Baw - [4-10)
NoOM ooy Cm . - S

Su= I 1 o , 7 [4-11)

k=1l A=1



2.0
0, (t)

- Magnitude of Exponential Function in Volts

23

Figure 4-1.

Normalized Plot of Real Exponential set vs pT
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where

M

N # M
Enm(T) = crosstalk term in MEN receiver channel due
to the Nth channel signal.

dum(T) = total output of the MtD channel due to ‘the

nth channel signale

Figures (4~2) and (4-3) show E_ (T) (crosstalk) variation

.
with pT. NM
Spectrum

The complex line spectrum of a periodic function
with basic minimum freguency wj; is given by

g £(t)e~IBmt gg | ' [4~13]'

e“"

where B = 0,1,2, . ., .

T = Period of f£(t)

The power spectrum of the Nth exponential function is found
as follows:

1
Cszi}-

6\»—3
I o~

S o PR . .
C e" Pt ¢ JBwyt dt ) -
1 Nk | o _ | [4~14]

Cri {l - e"T(kP+ij1)]
lhk kp + jBw, - . [4~15]

1
CBt-’--.i-;
k

R~
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NORMALIZED TRUNCATION TIME X=PT

Figure 4-2.

Crosstalk caused by time truncation of
exponentially generated orthogonal functions
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Channel 2
(ET=E + B + E

21 22 23)

Channel 3

(Eq = Egy + Ejy + Eys)
Channel 1
(ET = E11+
Ejy + Ep3)
¥ T [ (1 v
1 2 3 4 5 pt
Figure 4-3. Total time truncation crosstalk in each

channel for a three channel system using
the real exponential set
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0.50~

Figure 4-4., Envelope of the normalized power density

spectra versus  _ Buwj for the real expo-

nential set. o)
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As T becomes large enough to reduce the time truncation
crosstalk to tolerable limits (less than 5 per cent for
example), the above equation can be approximated by:

Cnk

k ; (kp+3Bw.) ~ pT k=1 iﬁ+jX$ [4-16]

i o~12
12

=
!.—l
o~

A substitution of the numerical values for the coefficients
in Equation (4-16) results in an expression for the power
spectrum as given in Equation (4-17).

Iogl® = ot . uawm

where N is the index number of the orthogonal function.
This equation is plotted in Figure (4-4). The highest
order exponential of a particular function dominates the
bandwidth expression because in the time domain the highest
order exponent is most compressed, or has very short decay
time.

Frequency Truncation Crosstalk

Crosstalk is introduced when the function under study
is passed through a filter which causes amplitude or phase
distortion. The effects of frequency truncation are studied
by passing the exponential function through a one pole RC
filter. The impulse response of the network is given as

1
= — a=tlR ) '
h(t) = RC e=t|RC e for t 2 0 (4-18)

The real exponential function inputs ei(t) are given by

N

Wby [4-19)
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for which the output would be

' R kpt (L - (Tmtf
eON(T) = [ Z Cnx €~ pt [—ﬁ@e RC -llat [4-20]
: e~t/RC N "1 = e={kp=1/RC)T .
eon (™ = ~Re kzlcmk kp - 1/RC ] | (4-21]

Figure (4~5) shows the effect of a one pole filter on the
input signal given by

Fm(t) = 0, (t] + 0,(t) + 0, (t) (4-22]

where the 0, (t) are the first three of the exponential
signals. The graph shows the input signal and the output
for two values of bandwidth. The crosstalk resulting from

bandlimiting is obtained by substituting Equation (4-20)
into Equation (4-6) as

T

, N =T/RC -XpT -
e - e
b (T) = [ ]
NM 0 k&

, .
Cux ITRexp =T ](Il_z.lcmew‘lm)d"’

1
- [4=23)

N M Cnx Oy
= o "T /l '*'l RC pey
o () kzl .&Zl(_RCkp-l) (p F I/mey < e (@pt1/RC))

N o Cux Cm
D)

" k=1 a=1 (RCkp~1) (dp + 1/RC)

(1 - e~T(kptlp)y-

'[4—245
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T = Time
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Figure 4-~6. System error for one pole filter channel
model 1/RC equal to one
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Figure 4-7. System error for a one pole channel model

with 1/RC equal to eight
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Figure 4-8. Error due to the delay caused by the channel
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The error introduced in a message is shown in Figures (4-6)
and (4-7) for two values of bandwidth.

One way to reduce the error due to the delay of the
signal caused by the filter is to delay the operation of
~the receiver by an equal amount. The effect of this is
shown in Figure (4-8). For the correct amount of delay in
the receiver operation the error is greatly reduced. At
the point of minimum error the receiver is said to be syn-
chronized with the incoming signal.

A Lower Bound on pT

The crosstalk effects of time truncation crosstalk
on the real exponential set may be studied as given in
Equation (4~9).

= (k+d) pT

N Mg, C,. e
Eyp(T) = yoo) Ak M

[4-25]
k=1 A=1 (k + A)p :

For large values of pT, only the first term of Equation
(4-25) is significant as shown in Figure (4-2) and may be
rewritten as

Cqy Cy, e=2DT
ENM(T) = GNM(T) > LR CMX b

or

2p o [4-26]
- Oy Oy A o
e2pT o Eginmﬂim _ ) . '
PeN (T) : . | [4-27]

oY

| 1 Cny Cy
T > g(Ln, ( p-_i = Ln. (2eqy(T) ] | [4-28]
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The coefficients of the initial terms in Equations (4-2)
through (4-4) are given by the sequence C;; = V2p, Coq1= 4Yp,
C3; = 3/6p, and the general expression for the Nth channel
is therefore given by

Cyy = NY2Np o - . [4~29]

and for the Mth channel the expression is

C = MV2
M1 Mp [4“391

The worst case of crosstalk occurs for M=N channels sb that
Equation (4-28) becomes

T .> %{Ln.[mﬁ - Lno[zéNN('l‘)]} | [4-31]

T > %;{Ln,tZI + 3Ln.[N] - Ln.[2] = Ln. Qe (7))} [(4-32]

or

T %5{3Lﬁo[m] - Inolegy (M1} - 14-33]
pT > %F3Ln.(ﬂ).m Lno [egy (T)]]  [4-34]

.

This equation is plotted in Figure (4-9) for several values
of €N (T), and the lower bound on pT necessary for a required
amoun¥ of crosstalk due to time truncation can be readily
selected from this figure.

The bandwidth of a system based on such an exponential
set is now compared with that of common multiplex systems.
The Nyquist sampling theorem states

1 y
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where B_ is the message bandwidth and T is the sampling

period.” Egquation (4-17) yields an expression for system
bandwidth given by

= NP ‘ , . :
Bg = 55 L | . [4=36]
or ’
p = ngs

A minimum sampling rate given by Equation (4-35) is used
for purposes of comparing the various systems. A sub-

stitution of Equations (4-35) and (4-37) in Equation (4-34)
yields

(ﬁ%ﬁﬁ)(iéz) > 203Ln, (M) = Zn. (e ()] [4-38]
O‘r '
ey i ' |
Bg = {3Lno(N) In, (ENN(T))] | [4-39]

Equivalent expressions for other systems are given below

Bg = ZNBm , for ordlnary frequency division
multlplexmge '  [4-40]

Bg = 4NB, , for time division multipiexing° [4-41]

The results in the form of bandwidth versus number of channels
are shown in Figure (4-10).

Peak Limiting Distortion

Figure (4-11) illustrates peak amplitude limiting of
the composite waveform given by
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R . L . . .
£ (t) = Nzl T (€Y O (£) ' C " [4-42]
my (t) = sample value of mN(t), the Nth channel nessage

oy (t) = Nth orthogonal function

R = number of channels

Clipping results in a system when the peak amplitude capa-
bility of the system is exceeded, and it may occur during
one or more intervals of each period of operation of the
repetitive system. The peak signal amplitude of the real
exponential set occurs at the t=0 and increases as the
number of functions increase. The peak amplitude of the
individual members of the real exponential set at t=0 is
shown by Figure (4-12), Amplitude limiting of f_(t) causes
distortion, and the equation for the receiver ou@put in the
-case of amplitude limiting to the value of

fm(t) = A

where A = constant in the interval 0 < t < T, is

T, . 7 .

¥ _
mz(T) = [ AOQgz(t)dt + [ fm(t)OJ(t)ﬂ [4-43]
0 Ty :
where T; = time at which limiting ceases
T = pulse period
mg(T) = output of Jth channel at receiver.

An expansion of Equation (4-43) yields
‘ T, J
my(T) = A } Ggxe~kpt at +
X< Jk

R N J

T . .
Ne1 Agl kzlmN(t)CNchk é e~ (k) ptae | (4-44)
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and on evaluation of this integral one obtains

J 1 - 'ewkal

-1
M. (T) = A ( ] +
R N J _ «(A+K) pTy = o= (A+K)PT -
R TE) Oy Corye 12 ] [4-45)
'Ngl A _k£1 My (8) Cy1Cax (X +¥p

Figure (4-13) shows the effect of peak amplitude
limiting on channel response in the form of percent error.
For a three-channel system, the error is less than 5 per
cent if the amplitude is allowed to reach 70 per cent of
its peak value.
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CHAPTER V
THE ORTHONORMAL POLYNOMIATL SET

. The circuitry necessary to generate polynomial sets
is relatively simple because its elements are linearly
independent functions like

{tO’ tl' tZ' e o e ¢ tnp ° o o}o. [S"l]

This set can be generated using analog integrators and
amplifiers. A general polynomial would be of the form

N ' o ’ : .
by (t) = kzoathk R [5-2]

An example of such a set are the Legendre polynomials which
form the basis for an Orthomux system described by Ballard
(1962). The first few Legendre polynomials are

Op(x) =1 L S - [5-3]
.01 (%) =x - ‘ (5=4]
02 (x) = 2[3x? = 1] | N -

with the orthogonality interval of -1 < x < 1, If the follow-
ing substitution is made for x in the above equations;

x = (¢ -n."?..) . ) [5-6]
2 ) ' .
the orthogonality interval becomes
0 <tx<rT

and the polynomials take on the form

0, (t) =1 - (5-71
0,(t) = 2¢/T - 1 . - (5-8]
0,(t) = 6t2/T2% - 6¢/T + 1 o [5=9]
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The system should have equal power in each channel, so it
is necessary to normalize these functions, and it is done
by evaluating the integrals .

T - ' - ,
Kﬁéb§<ﬁ)dﬁ =1 ‘ | |  [5=10]

to obtain KN as

K, = VI/T

K; = V3/T
Ky = Y(2N+1) /7 . ’ [5=11]
Therefore these functions 07, 05, ..., do not have

0 " . 0
the same value at t=T. The orthonormal Eegendre polynomials
become

0,(t) = YI/T | o ‘ [5=-12]
0y (t) = Vi (3L - 1) [5-13]
20, (8) = /5/T (6£2/72 = 6&/T + 1) 15-14]

and this set would have equal power distribution in each
channel. It is necessary to produce stable positive and
negative voltages to set the initial values of the ordinary
Legendre polynomials. A different voltage must be derived
from the reference voltages for each of the polynomials in
the modified set because the initial values are all different.

Zero Initial Value Set

In this section another polynomial set has been con-
structed using the Gram-Schmidt procedure, where each func-
tion has an initial value of zero as shown in Appendix B,
The first three polynomials are
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i 03 (t) 05 (t) 3

t=Time

0, (t)

Figure 5-1. The First Three Polynomials of the Zero
Initial Value Set



0,(t) = /3t N " ' o [5-15)
0,(t) = /5(4t2 - 3t) - . [5-16]
0;(t) = /T(L5t? = 20t% + 6t) - [5=17]

where T is normalized to unity. The base set used here
is (t!,t2,...,t ,...) and Figure (5-1) shows the first
" three functions of the zero initial value set.

System Bandwidth Requirements
An expression for the power density spectrum is
for the polynomials functions discussed above. In general,

Oy (t) ? k |
nit) = Oyt - e
k=1 Nk | S [5-18]
and the Fourier coefficients onp are given below
1 .
a, = 2/t% cos(pw,t)dt , B = 0,1,2,000 (5-19]
) - 0 . : - ,
. bB = 2ft Sin(Bwlt)dt ‘p, B = 1,29000 [520]
. 0. o , :
cg = aj + b} | o | (5-21]
Integration by parts yields the following:
1 1. k'i
~ag = 2{z=—tK sin(Bu,t) | = ——ftk"! sin(Buw;t)dt} (5-22]
Bu,s 0 Bwig
bg = 2{“EZﬁt cos(Bw,t)L + EﬁTﬁt - cos (Bw, t) dt} -t ]

which can be easily calculated by a computer program. The
first two calculations give the following results for 0, (t)

legl? = 3/(8m2 B [5-24]
~and for 0, (t),

2
lcgl

"

[S/(Bm)2] (1 + 16/(Bm)2] - (5-25]
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The dominant term in the above equations for large values
of B is given by

2N + 1

2 . ' A
lcgl* = (gmlz ' . (5-26]

where N is the index number of the function and B = 0,1,2,
e+ o« BAn evaluation of the crosstalk in a system due to
frequency truncation is easily done by a computer program

for each filter. The bandwidth of the simulated filter
should be varied from a minimum value given by £y = 1/T,
which is the system repetition rate, to an upper limit of
approximately ten times the minimum value or until the dis-
tortion reaches tolerable values. There is no crosstalk

due to time truncation for a system based on the zero initial
value set of polynomials since the interval of orthogonality .
will be the same as the system period. Thus crosstalk would
occur due only to amplitude and frequency truncation and
interference.

Peak Voltage -
‘ .~ The zero initial value set has unit energy in each
channel for the orthogonality interval, and the peak value
for On(t) occurs at t equal to unity and is given by

Oy (£=1) = V2N + 1 - [5=27]

This makes it evident that the problem of peak voltages .
poses a very serious limitation, and it becomes more serious
when the composite signal is formed by summing the various
individual polynomials. -

Implementation

The orthomux system based on polynomials can be built
using analog integrating circuits. Figure (5~2) shows a
block diagram of such a system based on such polynomials.
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CHAPTER VI

AN ORTHOGONAL DIGITAL SYSTEM

The preceding chapters dealt with analog signal
sets suitable for use in an orthogonal multiplexing system,
and now a possible orthomux system using orthogonal digital
waveforms is discussed. Formation of sets of orthogonal
digital functions suitable for such a system will be em-
phasized. :

A digital orthomux system is designed in the same
manner as an analog system, in that the code words used
are orthogonal to each other. An example of an orthonormal
set suitable for use as a basis for an orthomux system is:

R = ‘ROIRll"'l ‘ . [.6-1‘
Ry= Sgn |sin (2Nat) | ' [6-2]
This is the family of Radamacher functions, and their region

of orthogonality is 0 < t < 1. The Sgn function is defined
as

i

sgn(a) =1  (a > 0)

Sgn (a) _— (a < 0) . - [6-3]
Sgn(a) = 0 (a = 0) |

The first three Radamacher functions are shown in
Figure 6-1. A simple method of forming an orthogonal binary
set is by employing the Hadamard matrix. A Hadamard matrix
is a square matrix whose elements are restricted to take on
values of.plus or minus one, and has the property that the
row vectors (as well as the column vectors) are mutually, or-
thogonal. Formation of Hadamard matrices of the order 2
where k is an integer equal to or greater than zero is possi-
ble using the relationship

H g+ H ¢
. 2°T 1 T (6-4]
£y o= .
' Iizx 1

L4

"H & H «
2 2
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For example, H; can be immediately written as H;=[1] (or

H,=[0]. If H;=[1] is selected, the matrix H, takes the
form '
H, H, 1 1| ,‘ ~
Hy= | - R [6~5]

and the matrix H, is given by

1. 11 1 1 X,
‘ .
1 -1l 1 -l X4 »
I s S #t (6=6]
1 =l] -1 1 Xyi

and so on. A useful definition of correlation for binary
waveforms is

P=A-B A [6-7]
where

A = number of like terms, and

B = number of unlike terms,

Application of this definition to Equation [6-6] shows
that either the row vectors or column vectors are a suitable

set of functions for an orthogonal multiplexing system. Another

set of orthogonal waveforms is given by

Fy= L1, 1, 1, a1
Fp= [1, 1, -1, 1] _—
Fg= [1, -1, 1; 1] [6"8].

F,= [-1, 1, 1, 1]

If the value zero is substituted for the positive ones in
Equation [6-8], the resulting orthogonal set is recognized
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as that used in time division multiplexing. In all these
orthogonal digital codes, n information bits are trans-
mitted in 27 symbols. Time division multiplexing can have
the optimum peak-to-average power ratio of unity, However,
it requires more accurate synchronization of the receiver
in order to prevent excess message distortion, since the -
energy of each message is concentrated in a narrow time span.
Systems using Equation |6-6| as a basis have the advantage
of having the impulse noise distributed evenly among the
channels and thus the synchronization problem becomes less
critical.

Implementation of the digital system is accomplished
by using cascaded bistable multivibrator circuits which give
the outputs of Equation |[6-2| as shown in Figure (6-1). The
additional waveforms which must be formed to complete the
orthogonal set are formed by combinational logic blocks. An
eight-channel code is given by

pc=01 1 1.1 1 1 1 1]

Aa=01 % 1 0-1 o I o

B=ll ‘1 0 0 11 0 ol
c=0 1 1 1.0 o o ol |

. ; o o : [6=9]
p={L 0 0 1 1.0 o 11 |
E=(L 0°1 o0-0 1 0 11 . By
F=1[1 1 0 0 o:" 0 1 11 -

¢G=11L 0 0o 1 0o 1 1 ol

where DC is a level, and A, B, and C are formed by cascading
an astable multivibrator and two bistable multivibrators.

D, E, F, and G are derived from A, B, and C, using and-or
logic circuits which satisfy the Boolean functions given by
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.
ASTABLE - BISTABLE ] BISTABLE
MULTIVIBRATOR MULTIVIBRATOR —_J_”' MULTIVIBRATOR
¥ v — R e
A A B B ¢ o
A ¥
B - AND
L—!‘ﬂ’m OR |y D
A > AND I
B ra
A 7 AND
¢ = .
A ol OR ¥ E
Yo
v AND ___l
C .
B .
ol | AND __._.‘
: —>= OR F
B 3 | :
c .| anp j
B _
G ““| AND L
_______._,...___...%,
}\ o
OR AND e
— N > OR
B AND |
C
A
A
7 AND
Figure 6-1. Logic circuitry for realization of an

orthogonal digital set
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D=3%XB + AB  (6~10]
E=XC+aAC | ey
F=8C+ BC : , | - '[6=12]
¢=XK(BC+5C) +AF  16-13]

‘

A message can be impressed on an orthogonal function
by transmitting either the function or its inverse, which
is formed by passing the function through a simple inverting
amplifier or by ordinary analog methods. A digital system
does not requlre analog multipliers in either the transmitter.
or receiver, since multiplication by plus or minus one can
be accomplished by a selective inverting amplifier controlled
by the appropriate orthogonal waveform. In the case of a
digital system it is possible to devise a method of combining
the orthogonal functions by means of a Boolean logic trans-
formation. Titsworth (1963) has proposed a system employing
a majority logic in the transmitter to combine the channel
waveforms and correlation dectection in the receiver. The
advantage of such a system is that the peak-to-average power
ratio is unity as is the case with time division multlplex—
ing, and hard limiting at the receiver is possible. This is
not an orthomux system and, according to Titsworth, perform-
ance is about two decibels poorer than the systems previously
discussed.
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CHAPTER VII
TECHNIQUES TO IMPROVE SYSTEM PERFORMANCE

The performance of orthomux communication systems
may be limited because of the following factors:
(1) the finite time truncation of a signal set with
an infinite orthogonality interval,
(2) 1large peak~to-average signal voltage ratio, and
(3) excessive bandwidth requirement of the signal
set.
These factors are often responsible for distortion of the
received messages, since crosstalk is the inevitable result
of time, amplitude, or frequency truncation of the transmitted
signal. 1If the resultant distortion becomes intolerable, it
is necessary to take steps to improve the system performance,
and this chapter is a discussion of methods to achieve this
objective.

Finite Time Truncation

It is sometimes desirable to use a signal set which is
orthogonal over an infinite interval. The reason for this
is that the system parameters can be selected so that the
crosstalk is tolerable at the minimum truncation time, and
therefore will be less for longer truncation times. Thus,
a basic system may be operated at any repetition rate below
some maximum value. In some cases it may be desirable to
completely eliminate the crosstalk due to time truncation,
and this can often be accomplished by applying the Gram-Schmidt
procedure to the linearly independent set of functions which
are used to construct an orthonormal set of functions under
consideration. For instance, consider the real exponential
set given by Equation [4-5|which has an orthogonality 1nter¥al
of Oti.t < ©, tThe linearly independent set is given by e
e ~2P ,...,e hp . The first two functions of the real exponen—
tial set orthonormal over the interval 0 < t < T were calcu-
lated using the Gram-Schmidt procedure outlined in Appendix B,
and are given by:

¢, = (2p/p)%e~Pt | [7-1]

(2C/3B) - e~ pt
[(D/4p) = (2c2/9p3) 1%

¢y = [7=-2]
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Figure 7-1. Waveforms formed in the transmitter
and receiver
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where

= 1 - e”2Pt

1 - e—hpt

H U Q W
il

n

Orthogonality Interval, and .

Systemn Parameters

o)
i

These functions may be expressed in the following form:

¢, = CePt , | | [7-3]
¢ = C e"Pt 4 ce=?Pt ‘ ' [7=4]
where

c, = (2p/B)*

2¢/3B
C, = T(b/4p) - (2C2/9pB) ]

and

It is evident that reducing the orthogonality interval from
an infinite to a finite value does not increase the complex-
ity of the circuitry required to generate this set of func~
tions. The crosstalk due to time truncation is completely
removed and the system performance improved by a correspond-
ing amount, however. This general result for ¢. may be veri-
fied by allowing the interval T to increase without bound

until in the limit B = C =D = 1, and the orthogonal functions
become
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6y = vEeRE 5]
" §, = 4/pe”Pt - 6/peTPt . | [7-6]

Peak-To-Average Ratio

A practical communication system has a finite allow-
able peak-to-average power ratio and if operation is attempted
outside this limit, the transmitted signal is subject to
amplitude limiting resulting in message distortion. A certain
amount of amplitude limiting is tolerable in orxder to assure
the maximum utilization of the transmitter capability. A
knowledge of the amplitude distribution of the message signals
is very useful in this connection and can sometimes be ob-
tained. The simulation program given in Appendix C is used
to determine the exact message distortion of each channel as
a function of amplitude limiting. Typical values of peak
signal levels are given below for several orthonormal sets
with N representing the number of channels and T the magnitude
of the orthogonality interval:

(1) for time division multiplexing V (peak), the com-

posite signal peak is given by

V (peak) = VN/T | 7-7]
(2) for frequency division multiplexing,
V (peak) < N/F/T | 7-8|

(3) for the real exponential set which is orthonormal
over the interval 0 < t < =, the peak value ¢, of
the kth signal of the set, is given by

¢y (peak) = /2pk | 7-9]
and the composite signal peak is given by
N N -
V(peak) = | ¢, = V2p | /k |7-10]
k=1 k=1

(4) for the polynomial set given by Equations |7-14],
|7-15], and |7-16| the composite peak value is

N /2k + 1

A ——— |7-11]

V (peak) =
k=1 /TZKFI
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There are several methods which may be capable of
lowering the peak signal value of an orthomux system.
Each particular orthomux system needs to be examined,
since all the technigues are not suitable for all systems.
In the case of frequency division multiplexing, it is clearly
desirable to use sine functions rather than cosine functions
as the orthogonal set, for the peaks of the sine functions
occur at different points in the orthogonality interval and
thus the peak value of the sum of the sine function sub-
carriers is less than the cosine functions. The peak value
for the cosine set is

N S
V(peak) = ] A cos(kpyt) = NA - (7-12].
- k=1 E -

where for the sine set it is

, N 3

| V(Peak) = kzlA sine (kwt) < NA o [7“13]
where

N = total number of channels, and
- A = peak value of the individual channels.

The peak value for the normalized sine function set is shown
in Table 7-1. ‘

The system based on both the sine and cosine functions
utilizes bandwidth two times as effectively as the sine-only
system and also has a lower peak signal value for an equal
number of channels. The peak signal value for the sine and
cosine subcarrier system for eight channels was calculated
to be

V(peak) = 7.59

which is less than the value listed for the eight-channel
system in Table 7-1. The peak of the sine and cosine system
contains less energy than that of the sine-only system, and
this is responsible for further reducing the distortion due

to amplitude limiting. Table 7-2 shows the effect of ampli-
tude limiting in terms of message distortion for the sine-and-
cosine system. It is therefore preferable from bandwidth and
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' Table 7-1, The peak signal value of the ortho-
- gonal system based on sine functions

~only.
Number of Channels N 'V(Peak) 0 (Radians)
1 1.41 1.57
! 2 2,48 .93
‘3 © 3,5 .67
4 - 4.51 .52
5. 5,53 .43
6 - 1 6.55 .36
7. 7.57 31
8 . 8.57 .27
9 9.6 .25
10 'vlo,s .23
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peak-to-average power considerations to use both the sine
and cosine functions for frequency division multiplexing
systems. ' ;

The peak signal value of orthogonal systems based
on functions such as the real exponential set and the poly-
nomial set can be reduced by shifting the level of the
signal so that the constant or D.C. value is removed. This
makes the set orthogonal to any constant as well. An ex-
ample of such an orthonormal polynomial set is given by

0 =1 [7-14]
by = FTl2e =Tl - . [1-15]
6, = YB/TS[6t2 - 6Tt + T2] - [7-16]

where 0 < t < T is the orthogonality interval, ¢, may be

a constant, and the other ¢.s will still be orthOgonal.

It is of course possible to shift this set by a constant
amount in the transmitter so that the positive and negative
peaks are equal, but the equipment necessary to remove the
messages in the receiver would be very complex. Another
way to improve the condition is to multiply the composite
signal fm(t) '

£ (). = my (£)O, (£) + myu(£)0, (k) + o o [7-17]
where ‘ o ' |
n; (t) = nessage in the jth channel, and

. 03(x)

tH

ith channel orthogonal function - : o

by another function P(t), which has a small or zero value at
the point in time where the composite signal peaks. This

is particularly effective for the real exponential set where
the peak value of each function occurs at t = 0. It is
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TABLE 7-2. Message distortion as a function of amplitude
limiting for an eight-channel system. The odd
numbered channels are sine channels, the even
numbered channels are cosine channels.

Percent Message Percent Message
Distortion Distortion
for limiting at for limiting at
Channel Number .8 V(Peak) .6 V{(Peak)
1 2.7 ‘ 8.5
2 10.0 28.0
3 5.2 15.6
4 8.8 24,9
5 7.1 20.3
6 7.0 ’ 19.7
7 8.3 22,2
8 4,7 13.1
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necessary to generate the reciprdcal~of P(t) in the re-
ceiver in order to recover the messages. The transmitted
signal is thus

Tx = £,(t)P(L) © [7-18]
and the functions generated in the receiver are given by

(Rx) 4 = P=3(£)O3(t) . T 17-19)

where ' -
P-l(t) = 1/P(%)

j = jth ghannel

The jth channel detection operation takes the form
given by

T . o S - :
J(fm(t)Pct))cpm*(t>oj(tx5at | T 17-20]

which becomes

T i | o
[En(£)05(E)dt = mj(t) ~ L 7e21
0 .. . -

and thus the message is recovered correctly. Figure (7-1)
depicts such an operation. The improvement is dependent on
the function selected for P(t).

System Bandwidth Considerations

The bandwidth requirements of a system often determine
the suitability of a given set. A comparison of the bandwidth
requirements of orthogonal multiplexing systems based on prac-
tical functions, such as sines, cosines, and real exponentials
shows that the system based on both sines and cosines (some-
times called super frequency division multiplexing) is con-
siderably better in this respect (see Figure (4-10)). It is
possible to compress the spectrum of a signal by smoothing
it in the time domain. One way this can be accomplished is
by inverting the time domain waveforms of odd functions such
as the odd ordered Legendre polynomials.
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CHAPTER VIII
SYSTEM IMPLEMENTATION‘

The orthogonal multiplexing system contains several
functions whose complexity of realization in the transmitter
and receiver is considered next. Specific functional oper-
ations considered here are function generation, multiplica-
tion, filtering, and signal detection.

Function Generation

Suitable functions for use in orthogonal multiplex-
ing are the exponentials, sines, polynomials of time, and
digital signals, or their products. The real exponential
linearly independent set uses these functions

{e~Pt, e~?Pt, , , . , e~kpty [8=1]

These functions are the response of an RC network to an
impulse function input (Figure (8+1)). These may also be
produced by a variation of this circuit which is shown in
Figure (8-2). The capacitor is charged rapidly by a short
duration pulse from a low impedance source. The diode
conducts when the pulse is positive and as the pulse voltage
discharges through the resistor to produce

e, = ge~t/RC | t20 : (8-2]
The values of RC are selected to be equal to 1/np for n=1,2,
...and thus all the basie functions are generated for the :

real exponential set. In combining the basic exponentials
to form a function such as

0, = C,,e~Pt + C, e~ Pt [8-3}
it is necessary to use operational amplifiers with the gains
adjusted to give the coefficients the correct value., It is
- simpler to build these amplifiers for "A.C. coupled" or
"capacitively coupled" rather than direct coupled service.
It is possible to use capacitively coupled amplifiers pro-
vided the orthogonal set has no d.c. component in any member
function, which implies that these functions must be orthogonal



to any constant term. A set of orthonormal functions has
been formed which are based on the real exponential func~
tions given by
-0pt =pt =2 - '
e7'PE, e7PE, omiPt, ekpt [8-4]

These orthonormal functions also have a finite in-
terval of orthogonality, and the first three are given by

¢, = l/vr’? 8~5
e"PE - (a/pm)

. 8~6

b2 [(B/2p) = (A2/p2T] [; :
e"?Pt - g, e"Pt 4 g, B

¢ 2 / 8-~7

’ (9,0 95} 7 1871

wheté A= 1l - e~Pt

2pTC - 3AB
K TSR 2
1" 3BpT =~ 6A

A (2PTC - 3aB, B

Ky = -
2 3pT BpT = 2A2 ) 2pT
=24k, K, A6 (K3+K,)B ~ 8K C + 3D + 12K2Tp1
{93093}4 = | 12p 4

This set has a lower peak-to-average ratio than the real
exponential set discussed in Chapter IV by the amount the
elimination of the constant or d.c. term removes.

Polynomials in powers of t are easily formed, as
shown in Figure (8-3). Functions of the form

-at?

y = Ke (8-¢]
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Figure 8-1. Exponential functions generating RC network
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Figure 8-5. Function generation without multiplication
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are generated by the circuit of Figure (8~4) with elec-
tronic multipliers in order to achieve a high speed
operation in a communication system. Accurate electronic
multipliers require non-linear components the cost of which
may be prohibitive.

An alternate solution is to approximate the function
with a series expansion, If it is desired to use the normal
pulse from 0 < t < T to lower the peak poyggtgequirements
of the zero initial value set, then the e signal can
be formed as a sum of even powers of t from already available
functions. The set of waveforms commonly used in analog
multiplexing systems is the sine-cosine set. This has re-
sulted in the development of sinusoidal signal sources which
are stable and are capable of operating over a wide range of
frequencies. One particular form of stable sinusoidal sources
is used widely in the frequency synthesizer. An example of
a system for generating orthogonal digital signals is given
in Chapter VI. '

Multiplication _

Circuits used to satisfactorily perform four quadrant
multiplication are expensive, and therefore the use of these
devices should be avoided wherever possible. Multiplication
is also necessary if the correlation detection process is
used in the receiver.

The need for multiplication in the transmitter of the
orthomux system based on the real exponential set can be
avoided by using the sampled value of the message waveform
as the input. This is shown diagrammatically in Figure (8-5)
and the waveform for

w1 (E70, (t) = SIn(wtre~t/RC - [8-9]

where the bar denotes the sampled value. This technique is
shown in the photograph of Figure (8-6).

Filtering

Distortionless transmission and reception of a wave=
form -is desirable in a communication system and is achieved
by the use of synchronous correlation detection. Amplitude
distortion or non-linear phase shift causes crosstalk or
interference in the receiving channels. It is often neces-
sary to limit the signal energy level outside a bandpass in
order to avoid interference with other systems. The design
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of a filter to minimize distortion is the next requirement.
For distortionless transmission, a bandpass filter must
have (Pantexr, 1965)

H(jw) =K, v, £ o 5 o, - [8-10)

. 4 , : i
H(jw) = 0 otheiwise . [8~11]
0(w) = wt, & nu (8~12] .

The output of this ideal filter is a replica of the
input waveform but delayed in time. The operation of the
receiver of the orthogonal multiplex system can be delayed
to compensate for this and thus the undistorted messages
are recovered. Such an ideal filter cannot be realized but
modern filter theory does allow the realization of filters
which give maximally flat amplitude or phase response. The
Butterworth filter has a maximally flat amplitude response
characteristic, and the transfer function is given by

e [ To : - ] [8""13]
: Sb‘ + bn"lsb}"'l_{. © ° ° + bls + bo

T ($)

The solutions to the denominator polynomial in Equation
|8-13]| maximally flat amplitude case lead to the Butterworth
polynomials. Eguation ]8—13[ also represents the general
form of the Bessel, or maximally flat delay filter. The
denominator in this case yields the Bessel polynomial.. These
filters are tabulated in Weinberg (1962). A set of functions
that have characteristics between the Butterworth and Bessel
filters are the transitional Butterworth-Thompson filters
(Peless and Murakami, 1957). The crosstalk resulting from
filtering can be formulated as in Equation |4-23| and is
easily calculated, using a computer program such as the one
in Appendix C. "Polynomial Functions and Channel Filter".
Signal Detection -
The correlation process of signal detection is used
in the orthomux receiver. Actually only one value is calcu-
lated, at 1 equal to zero, thus implying that the functions
are occurring in synchronism. This is the ideal case when
the receiver is perfectly synchronized. The response of a
correlation detector in the case of the real exponential set
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Figure 8-7. Correlation detection output
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is discussed here. A message input of unity in the first
channel yields an output shown in Figure (8-7), where
crosstalk terms are ignored:

S 3

(/Zge~Pt) (VZpe~Pt)dt = (1-e~2PT) - [8-14]

(o]

The detector output approaches the correct value as an
asymptote. The correlation detector requires a multiplier
and integrator with inputs as shown. At the end of the
integration period the output of the integrator is sampled
and the integrator is reset. The sampled outputs are held

and passed through a smoothing filter to recover the analog

input message.
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CHAPTER IX

MULTIPLEXING AND MODULATION DESIGN CRITERIA

A. Introduction

In this chapter, factors affecting the choice of
"good" modulation and multiplexing schemes for a commun--
ication link where the transmitter is required to transmit
N binary data signals, one binary PN waveform and a carrier
reference signal, as is shown in Figure 9-1 are discussed.
The approach used is the so-called "orthumux" approach
discussed previously. The characteristics of these signals
are as follows: : -

1. Binary data signals

The binary data signals consist of a sequence of ones
and minus ones which have an equally likely probability of
occurrence. It is known (Wozencraft, 1965) that the most
efficient signal set {s;(t), s, (t)} for transmission of
this type of information over a peak power limited channel
is a binary antipodal set of signals with equal energy E
and period T. That is, a set for which

T
= 2 [ s1(t)sy (B)ae = -1 (9-1)

0
where p is called the correlation coefficient. One such
signal set is: : :

s; (t) = /7E sinot (9-2)
s, (t) =-V2E sinot

where w is called the carrier radian freguency and is chosen
such that

21n
T (9-3)

o0 =

where n is an integer. This set is used in many practical
telemetry systems and is called phase shift keying (PSK).
It is assumed in the work to follow that the data signals
available to the transmitter are in this form.

2. Pseudo-noise (PN) waveform
The PN waveform is one of a family of PN binary wave-
forms. The generation, use, detection, and characteristics



309397

Wo3SAS UOTIROTUNUWWOD SYL *T-6 9INBTI

AWAN

©3BTNPON




74

of these waveforms is described in great detail by Golomb,
et al. (1964). Characteristics of these waveforms impor-
tant to the work which follows are their power spectrum
and autocorrelation function. If the period of the PN
waveform is p, the time slot occupied by each digit is tg
seconds long, and the waveform is of unit amplitude then
it can be shown by Fourier series analysis (Golomb, 1965)

that the power density spectrum of the waveform is of the
form

. tQ 2 © '
- ptl | sin250 ) _2mn, , § (w) _
FPN(N) '—'i)‘z* — =-§o S (w pt0)+—-§2—'—- | (9~4)
, 0 n
Z n+0

where §(w) is a unit impulse function. A number of charac-.
teristics of the spectrum should be noted. First it is a
line spectrum with components at zero frequency (D C ) and
multiples of the fundamental. The power at DC is 1/p? and
is small in comparison with the other components except for
large p. Second, the envelope of the spectrum is deter-
mined by thé digit period, ty, while the density of the
spectral lines is a function of the period of the sequence,
p. Increasing p while leaving ty constant, makes the spec-
trum more dense but does not change the envelope of the
spectrum or the bandwidth necessary to transmit the waveform.

The most important characteristics of PN binary wave-
forms are their correlation properties. Let the autocorrela-
tion function of a periodic waveform be defined as

T .
R(x) = [ s(t)s(t+x)dt , (9-5)
0

where s(t)-is a periodic waveform of period T. Then it can
be shown that R(x) for the PN binary sequence is of the form
shown in Figure 9-2.

Indeed, PN sequences are chosen so as to yield the in-
dicated autocorrelations.
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Figure 9-2. Autocorrelation Function of a PN
Binary Waveform

The characteristics mentioned above are for so-called
prime PN waveforms. Often, it is necessary to transmit
combinations of primed PN waveforms. It turns out (Golomb,
et al., 1965) that the resulting correlation functions have
multiple peaks but that they can be treated as the super-
position of single spike autocorrelation functions, and that
the power density spectrum can be approximated by the power
density spectrum of a prime waveform. Since a combination
of waveforms can be approximated by a prime waveform, the
waveforms discussed in this work will always be assumed to
be prime.

3. Carrier reference signal ,

In many communication receivers, it is necessary that
a reference signal be available to perform certain auxiliary
functions. Since the reference signal provides information
about the phase and frequency of the received signal,. it is
an additional information channel and will be treated as
such in the work to follow. It turns out that the accuracy
with which this reference is reproduced by the receiver will
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be an important factor in the selection of modulation and
multiplexing techniques. Unless stated otherwise, the
reference signal will be represented by a sine wave with
radian fregquency o and zero initial phase angle.

B. Multiplexing N Binary Data Signals

The special case of multiplexing only N binary PSK
signals yields a simple result which will greatly simplify
later work, and hence, will be treated here. Two practical
means of multiplexing the N signals exist: frequency divi-
sion multiplexing (FDM) and time division multiplexing (TDM).
In this section, it is shown that superior performance is
always obtained using TDM when transmitting over a peak
power limited channel.

1. For FDM, the orthogonal waveforms may be chosen from
the set

On(t) = 31n((l+n)wt+en) (9-6)
where n is.a positive integer and o, is the phase angle of
tHe nth waveform. The composite wavVeform may then be written

as

(t) =) anmn(t)sin((l+n)wt+en) (9-7)

chosen n

fFDM

As indicated by Equation (9~7), this is simply the sum of
N PSK signals of maximum amplitude a

For the special case of equal energy signals in all the
channels Equation (9-7) may be written as

(8) = 2 7 m_(t)sin((l+n)ut+e ) (9-8)
chosen n

fFDM
If the channel is peak power limited to a maximum value of
2E watts then
___ N-1
2E > ] a, (9-9)
n=0

or
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a, < 1/N /2E (9-10)
The average power per signal is
E{(1/N V/2E sin(l+n)wt)?} = E/N2 (9-11)

where E{x} denotes the expected value of x. Since the N
binary data signals are uncorrelated, the total average
power in the FDM waveform is the sum of the average power
in each of the individual waveforms or

= 2y = -
PFDM,an = N(E/N2) = E/N : (9-12)
One of the guantities used to rate multiplexing systems is
the peak to average power ratio,I'. In general, it is de-
sired to obtain as small a value of T as possible. For
the FDM signal under consideration, assuming that the phase
angles of the N sinusoids are such that the peak values of
all the sinusoids occur at the same instant,

TepM = (2E) /(E/N) = 2N (9-13)
It is shown in Chapter X that for the case of additive
white Gaussian noise of spectral density Ny, the optimum
detector for a PSK signal is a correlation detector which
makes hard decision at the end of each bit period. The
probability of an error on a particular bit is

PP = % (l-erf /2ET/Ny) (9-14)

where ET is the average energy per bit and erf is called
the error function, and is defined as

2 X
erf(x) = /% [ exp(-y2|2)ay » (9-15)
0

It follows that the probability of error for any bit of the
composite FDM waveform is
b

- - 1 e (9.
Pe,FDM = Y (l-erf ﬁ-/2ET/N0) , (9-16)

2. For TDM the orthogonal waveforms are chosen from
the set '
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0 <n < N-1 (9-17)

0,(t) = u (430 - u (e (DT,

where u(t) is the unit step function. The composite wave-
form may be written as

N-1
fopy (t) = 1 0, (tkm (t)a sinwt (9-18)
n=0
Once again let the channel be peak power limited to a
maximum value of 2E watts then

a, = V2E (9-19)

Regardless of the relative length of the time slot a581gned
to each waveform the total average power is

— T 2 -
PTDM,an = E{f TDM} (9-20)

= E
and the peak to average power ratio is

FTDM = 2 (9~-21)
The case of equal power in all the signals for the FDM
waveform is analogous to allocating equal time slots to
each of the TDM channels.

To calculate the probability of error on any bit, sub-
stitute T/N for T in Equation (9-14) to obtain

b

Pe opM = L (1-exrf VYZET/NN) (9-22)

3. It is seen from Equations (9-13) and (9-21) that
an improved (smaller)value of T is obtained in the TDM case.
If both systems operate at the same information rate, 1/T,
then since the error function is a monotonically increasing
function of argument
b b

Pe,mom = Pe,FDM (9-23)
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for the equal energy case. The above result can be easily
extended to the case of unequal division of energy between
the channels.

Since by assumption there is no bandwidth constraint
on the N binary data signals and since there is no cross-
talk or interchannel interference if synchronization is
perfect it is seen from the above that the best performance
is obtained by using TDM, that is, by forming one composite
- PSK signal. For this reason, in the work to follow, the N
binary data signals previously defined are replaced by a
single PSK signal as is shown in Figure 9-3.

C. Multiplexing a PN Sequence and a PSK Data Signal

In this section, the problem of multiplexing the PN
sequence, r(t), and a PSK data signal is discussed. It is
not necessary to include the carrier reference signal since
as will be shown in the next section the carrier reference
signal may be obtained by the choice of an appropriate
modulation technique. '

Using the orthomux approach the problem reduces to
solving the following integral equations for 0; (t) and 0, (t)

Pty
fom(t)sin(wct+e) 01 (£)r (£)0, (£)dt = 0 (9-24)
T
| m(t)sin(w t+¢) 05 (E)r(t)0,(t)dt = 0 - (9-25)

0

Unfortunately, finding solutions to Equations (9-24) and
(9-25) is very difficult. A much more tractable approach
is to think of practical multiplexing techniques and then
see if the proper orthogonal functions can be found.

One very useful solution to the above system of equa-
tions makes use of the natural orthogonality of each waveform.
From Equation (9-4) it is seen that r(t) may be approximated
by . wh

1 sin~—2—o~
P wty
1 =

(k) ) (sin net+e ) (9-26)
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where ;

- 2T

Pty
Substituting Equation (9-26) into Equation(9-24) yields

(9-27)

pto % 1sin%to
| m(t)sin(w_t+¢) 0y (t) = 2 %sin(nwt+e Y0, (E)dt = 0

. c Py n
0 n=1 wtg
' 7
Let

0;(t) =1 for all t . (9-28)
0,(t) =1 for all t (9-29)
b, = Mo (9-30)

where m is an integer. Then reversing the order of sum-
mation and integration in Equation (9-27) and observing
that m(t) is constant over the integration period yields

%1 sin®to Pto, .
m(t) )} = 2 / sin(not+6 )sin(met+¢)dt = 0 (9-31)
n=17 wto 0 :
2
Since
0 m F n
T
[ sin(mx) - sin(nx)dx = : (9-32)
0
z m = n
2
Equation (9-31) reduces to
s wtp
m(t) Sin—y E-S-Qcos(e +46) = 0 (9-33)
p TTaty n

2
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It is seen from Egquation (9-33) that this choice
of 0;(t) and 0, (t) gives no interchannel interference if
the radian frequency of the data signal is chosen such that
w = (2mn) /p and conversely any other choice of w_ will yield
a finite interference term. It is readily seen that the
same conditions also yieldsa solution to Equation (9-25).

The orthogonal waveforms in a strict sense are not |

really 0;(t) and 0, (t) but are sin(w _t+¢) and r(t). The

. . c
composite waveform fm(t) is then

fm(t) = r(t)+m(t)sin(wct+¢) . (9-34)

Using Equation (9-26) it is easily seen that m(t) can be

recovered by multiplying f (t) by sin(w _t+¢) and 1ntegrat1ng
c

over a period T seconds long The infofmation in r(t) is

conveyed by its phase. The receiver derives this informa-

tion by calculating the correlation function of the trans-

mitted r(t) and a replica of r(t) stored at the receiver.

It is seen from Equation (9-24) that this is obtained with

no interference if the cross-correlation between f (t) and

r(t) is calculated.

.The above technique is easily reallzed and in fact
many practical systems utilize techniques of this sort. It
is generally considered good practice to place the data
signal at a null in the PN spectrum. In view of this, the
preceding arguments might be viewed as a practical example
of the fact (Rowe, 1965) that orthogonality in the time
domain implies orthogonality in the frequency domain and
consequently is a justification in the time domain of what
designers have often done by intuition in the freguency
domain.

Often for practical reasons, the optimum choice of w
is not possible. If ¢ and 6_ were known, then Equation
(9-26) could be used to measure the interchannel interfer-
ence. Unfortunately, r(t) and m(t) are usually uncorrelated
and conseqguently, only an upper bound on the interference
may be calculated. The bounds are

I, < —% Sin"b%o* ’ (9-35)
"
- singgi 2
I,z ) o (9-36)
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where I_ is the fraction of the energy in the data channel
due to The code and I_ is the fraction of the energy in
the code channel due fo the data. Minimizing these bounds
will, from a practical point of view, give the best per-
formance.

Sin(nwt) and sin(mwut) are other functions that might
be chosen for 0;(t) and 0,(t). It is not hard to see that
this merely represents a high pass representation of the
same process and that performance would be identical.
Orthogonal sets other than sine and cosine functions might
be used to perform the multiplexing process. While not
discounting the existence of some easily realized and easily
implemented sets for this system, none are presently known
to exist. For this reason, in the work to follow, the com-~
posite waveform will be assumed to be of the form given in
Equation (9-~-34).

D. Factors Effecting the Choice of Modulation Technique

In the previous section it was shown that a system
which forms the composite waveform described by Equation
(9-34) is in a sense optimum. Such a technique is a form
of a general class of multiplexing systems called fregquency
division multiplexing systems (FDM). 1In this section, the
factors affecting the choice of a carrier modulation tech-
nique for the FDM waveform is examined.

In most practical applications, the bit period, tg,
of the PN sequence is very short, consequently the bandwidth
of the composite FDM waveform is very large. For this
reason, a modulation process which is bandwidth expanding,
for example, wide band frequency modulation FM, is not suit-
able. This limits the discussion of modulation techniques
to bandwidth conserving processes for example, narrow band
angle modulation or amplitude modulation. Single sideband
suppressed carrier (SSSC) amplitude modulation might also
be considered, however, since generation of a coherent ref-
erence is a necessary criterion for detection of SSSC it is
not practical to use it as a carrier modulation technique
for a multiplexed signal. If it were used the relations
developed for AM could be modified to apply to the SSSC case.
The. mathematical representations of these processes for the
amplitude, frequency and phase modulated cases follow:

(9-37)
Say (B) = VY2E (a0+a1r(t)+izm(t)sin(wst+es))sin(wct+3§138)
SFM(t) = /EE'sin(wct+6c+f{81r(t’)+62m(t’)sin(wst’+es)}dt’)

0
Spy (t) = V2E sin(w t+e _+B1r (£)+8om(t) sin(w t+e)) (9-39)



84

where the set ajy, a;, and a; and the set 87, and B, are
constants, called the modulation indices, which determine
the fraction of the total energy E allotted to each message
and are different in each case, and 0 is the carrier phase
shift. In the AM case, the a; term provides the carrier
reference signal. In both angle modulation cases this
reference is provided by a suitable choice of By, B8 as
will be shown later.

1. Peak to average power ratio.

The peak to average power ratio, I', is a measure of
the transmitter efficiency. A small peak to average power
ratio means that the average power is close to the peak
power and that the transmitter is being utilized efficiently.
In the angle modulated case ‘

_1lim 1

PAVG,— T>e T

T
s?(t)dt = E- (9-40)
0

The peak power is 2E. Hence, T' for the angle modulated case
is 2. For the AM case :

lim 1 T 2
Pave = Tow T fos (t)at (9-41)
lim 2E T 2 2 s 92
= e T [ {{af+afr? (t)+asm (t)sin® (w t+6 )

0

+

2a0a1r(t)+2a0a2m(t)sin(wst+es)+2a1a2m(t)r(t)sin(wst+es)}

o aip?
sin (wct+ec)}dt .

The fourth and fifth terms of Equation (9-41) represent the
time averages of non ergodic processes (i.e. the product of
.ergodic random processes with sinusoids). In this case it
is customary (Rowe, 1965) to define the average power as the
average power of the individual processes. This implies
that one must first take the expected value of these terms
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Figure 9-4. The Ratio of T, . :T
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versus aj
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and then average over all time. The result is that there
is no contribution to the average power due to them. The
sixth term of Equation (9-41) is zero by. the orthogonality
condition of Equation (9-25). Using the above results and
observing that m?(t) = r2(t) = 1, Equation (9-41) can be
evaluated to give

Prve = E(af+at+a’|2) . (9-42)

The peak power is the same as for the angle modulated case
giving a peak to average power ratio of

= 4
AM ~ 2af+2a{+ta$ :

T (9-43)

The ratio of T to T in db is plotted versus a; in Figure .
9-4 with a, as"a parameter. It is seen that a better peak

to average power ratio is always obtained using angle mod-
ulation. It should be observed however that for systems

that require large fractions of energy to be devoted to
carrier synchronization this improvement of angle modulation
over amplitude modulation is not as great as might be expected,
and is certainly not convincing enough to lead one to choose
one over the other without investigating other criteria.

2. Recoverable Energy and Interchannel Interference.

Perhaps the best criterion for evaluation of the various
modulation techniques is to compare the interchannel inter-
ference and the energy available in each message after de-
multiplexing for the same division of energy between the
messages.

In both angle and -amplitude modulation fm* (t) can be
recovered by coherent detection as is indicated in Figure
9-3, For the time being, it is assumed in both cases that
a perfect phase reference is available at the receiver.

a. Amplitude Modulation
In thé AM case, the carrier reference signal is

SC,AM(t) = ¥Y2E ag+a,/p sin (v t+6 ) (9-44)

The average power in the carrier reference signal is

Eo am = (B¢ aq (0?2 = E(a%+3%39— + %ﬁ) (9-45)
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For relatively long PN sequences p>>1, and E

c.am - Eaf.
The output of the coherent product detector I$
* = i '
fm* (t) SAM(t)51n(wct+ec) (9-46)

which neglecting double freguency terms can be written as
f* (t) = %(a0+air(t)+a2m(t)sin(wst+es)) (9-47)

Assuming perfect synchronization the signal at point A of
Figure 9-3 at t=T, the bit length of the message, is

T
£,(T) = Y2E %{ foaosin(mst+es)dt (9-48)
T ' T . .
+ a; [ r (t)sin(w t+6 ) dt+ay / m(t)sinz(wst+es)dt}.
0 _ 0

Since r(t) and sin(wgt+6_) are orthogonal over the interval
0 to T Equation (9-48) can be written as

T
£, (1) = VE/Z a,m(t) [ sinz(wst+es)dt . (9-49)
0

As can be seen from Equation (9-49) there is no interchannel
interference and the usable available signal power is

En,am = (/577'azm(t)sin(wst+es))2 = (E/4)a} . (9-50)

Likewise, the signal at point B may be written

p p
fo(p) = VIE %{ [ apr(t)dt+a; [ r?(t)dt (9-51)
0 0

P
+ ap ['m(t)r(t)sin(u t+o )dt} .
0
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Since m(t)sin(w_t+6_) and r(t) are orthogonal over the
period 0 to p ahd since from Egquation (9-4) the DC value
of r(t) is proportional to 1/p, Equation (9-51) can be

- written as

. P
f5(p) = VE/2 {ag/p+a; [ r?(r)at} . (9-52)
0

As can be seen from Equation (9-52), there is an inter-
channel interference term of amplitude v (agE) | (2p%). The
usable available signal power is

By am = (VE/Z ajr(t))?2 = (E/2)a? . (9-53)

The signal to interference power ratio at the output of
the correlator is

= (ay/ag)?p" . (9-54)

Fortunately, in most applications p>>1 and consequently,
S/I - e,
: b. Angle Modulation.

For the angle modulation case, only the case of phase-
modulation is treated here. Both FM and PM are similar,
and PM is more easily analyzed and compared with AM.

As:in the AM case, the reference is recovered by using
a narrow band phase locked loop which is locked to the
discrete frequency component of the signal s_,(t). To
obtain an expression for the discrete frequency component,
first expand Equatlon (9-39) using standard trigonometric
identities to give

_ (9-55)
spy (B) = V2R {sin(u_t+6_)cos(Bir(t))cos (Bom(t)sin(w t+6))

- sin(mct+ec)sin(81r(t))sin(szm(t)sin(mst+es))
+ cos(wct+ec)sin(81r(t))cos(Bzm(t)sin(wst+es))

+ cos(wct+ec)cos(Blr(t))sin(ezm(t)sin(mst+6s)) R
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Observing that

cos(B1r(t)) = cos(B7) : . (9-56)
cos(Bzm(t))sin(mst+es) = cos(Bz)sin(wSt+es) (9-57)
sin (B r(t)) = r(t)sin(B;) (9-58)

sin(Bzm(t))sin(wst+es) = m(t)sin(ez)sin(wst+es) (9-59)

it is seen that the second and fourth terms of Equation
(9-55) are random processes and hence, contain no dis-
crete energy at w_ . Examining the first and third terms,
using the above rélations and the well-known Fourier
Bessel expansion (Gradshteyn and Rhyzhick, 1965)

cos (Bsinwt) = Jo(8)+2 [ Jp, (8)cos2iut (9-60)
1

the first term of Equation (9-55) may be written as
sin(wct+ec)cos(61r(t))cos(BZm(t)sin(wst+es)) - (9-61)

= sin(wct+ec)cos(81){J0(82)+2 Y Tz, (B2)
. 1

cos 22 wst+eS }

and the third term as
cos (u t+6 ) sin (81r (t))cos (Bom(t) sin (v t+6_)) (9-62)
= cos(wct+ec)r(t)sinsi{(Jo(Bz))}

+ 27 T2, (B2)cos (2x (u t+0 )} .
;
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Remembering that r(t) has a DC component of 1/p, the
expression for the discrete energy at W is

sc,PM(t) = V2E Jg(B){1/p singjcos (w_t+6 ) (9-63)
+ cosgysin (v t+6 )} . |
The phase lock loop can be desighed to track either the
sine or cosine term. In general p>>1, hence
1/p sinBy; < cosB; . (9-64)
Consequently, the sine term should be tracked. It follows

that the average usable power in the carrier reference
signal is

EC,PM

i

(/7§'JO(Bz)coselsin(wct+ec))2 (9-65)

il

EJS (By)cos?8, .

To coherently detect PM the reference signal should be
0(t) = cos (w t+6.) . ' - (9-66)

The output of the coherent detector neglecting double
frequency terms is

fm* (t) = YE/2 sir (Bom(t)sin(w t+6 )+81r(t)) . (9-67)
If B;+8s is small, then

fm* (t) = YE/2 (Brr (£)+8om(t)sin(w t+06.)) (9-68)
and the relations are the same as those derived for the AM
case. If the small angle approximation is not made fm* (t)
can be written as

fm* (t) = /E77'sin(elr(t))cos(Bzm(t)sin(mSt+es)) (9-69)

+ /E/2 cos (g1 (t))sin(Bom(t)sin(ut+6.)) .
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Since m(t) = %1 and r(t) = %1 Equation (9-69) may be
written as

fm* (t) = VE/2 r(t)sinslcos(stin(wst+es)) (9-70)
+ VE/2 m(t)cosBlsin(stin(wst+es)) .

The signal at point A is at t=T
’ P (9-71)
fA‘T) = [ VE/2 r(t)sinelcos(Bgsin(wst+es))sin(mst+es)dt
0

+ VE/?2 m(t)cosBisin(frsin(w t+6_))sin(uw t+6_)dt .

Using Equation (9-60) and the following Fourier Bessel
expansion (Gradshteyn and Rhyzhick, 1965)

sin(gsinut) = 2 } Jp _,(B)sin(2v-1)ut (9-72)
. v=1
Equation (9-71) can be written as
T (9-73)

J /E7§'r(t)sinBi{Jo(62)+2J2(82)c082(wsf+es)
0

£,(T)

+ 4J4(82)0054(wst+es)+...}51n(wst+es)dt

d

T
/ /E77'm(t)cosBi{2J1(Bz)sin(mst+es)
0

+ 203 (B2)sin2 (v t+o,)

-+

235 (B2)sin5 (w t+8 )+. ..}

Sln(wst+es)dt .
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Since r(t) and sin(wst+e ) are orthogonal over the interval
0 to T the first integrai is identically equal to zero.
Since sin(w_t+6_) is orthogonal to sin(n(w_t+6 _)) for n>1
over the infervil of integration all terms but”the first
term of the second integral are zero. Equation (9-73) can
then be written as

T
£,(T) = VE/2 m(t)cos (81)J1(By) [ sin? (u t+e)dt  (9-74)
o \

As can be seen from Egquation (9-74), there is no interchannel
interference and the usable available signal power is

Em’PM(t) = (/ﬁ7§'m(t)cos31J1(ez)sin(wst+es)2 (9-75)

I

% Ecos?81J%(83) .
Likewise,. the signal at point A may be written

p
£,(t) = VE/Z { [ r?(t)sing;cos (Bysinu t+e )dt (9-76)
0

p
+ f r (t)m(t)cosgysin(Bysin (v t+e))dt}
. _

which can be expanded using the Fourier Bessel expansions
to give
(9-77)

I

. < .
f5(p) VE/2( [ sinBy{Jg (By)+235 (B3)cos2 (v t+6 )
0

+ 47y (B)cosd (w t+e )+.. .}

p )
+ m(t)r (t) coss{2J; (B2)sin(w t+6,)

0
+ 2J3(82)51n3(wst+65)
+ 2J5(62)51n5(wst+es)

+...}1dt) .
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By orthogonality arguments similar to those used above
Equation (9-77) can be written as

fB(P) = VE/2 sinB1J( (By)p . (9-78)
As can be seen from Equation (9-78), there is no inter-
channel interference and the usable available signal power
is

B pM = %2Esin?81J5 (8,) . ' - (9-79)

The amount of available energy in each channel for the AM
and PM case is summarized in Table 9-1.

TABLE 9-1

RECOVERABLE ENERGY

AM PM
Reference Eaj 2EJ§ (By)cos? (B1)
PN Sequence Ea¢/2 %EJ%(BZ)sihZ(Bl)
Data Ea%/4 LEJ? (By)cos? (By)

where apgta;ta; = 1
Bl+82_<_2.4 .

]

In general, there is no unique solution for the values of

B and one type of modulation does not appear to be clearly
superior for all divisions of energy. An interesting opti-
mization problem is to devise a technique to optimize over
the choice of modulation techniques and over the choice of

modulation indices. '

It is interesting to note that relationships of the
same form as those above have been previously obtained us-
ing an approximate steady state analysis. The above work
. shows that the product detector only reduces the energy in
the message channels but does not generate any interfering
signals and does not distort the waveform, if the channels
utilize correlation detectors. This of course assumes that
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the product detectors are ideal.

3. The Effect of a Noisy Carrier Reference Signal
on The Performance of a Coherent Detector.

It was previously assumed that a perfect carrier
reference was. available to perform the coherent demodu-
lation indicated in Figure 9-3. 1In practical systems,
the receiver must somehow make an estimate of the carrier
frequency and phase, and this estimate must of nece881tv
. contain some error. Let the estimate be

0(t) = cos(wct+ec+e€) . (9-80)
That is, let the error be 6 radians. Then for the PM

case the signal at point A fn Figure 9-2 is

fA(t) = s, (t)cos (u t+6_+6 ) (9-81)

which neglecting double frequency terms can be written as
fA(t) = VE/2 sin(8€+81r(t)+82m(t)sin(wst+es)) . (9-82)

Expanding Equation (9-82) in a manner similar to that used
for Equation (9-83) yields
£, (t) = VE/2 sineé{cosslcos(stin(wst+es)) (9-83)
+ m(t)r(t)sinelsinszsin(wst+es)}
+ VE/2 coseé{r(t)sinslcos(stin(wst+es))
+ m(t)cosBlsin(stin(wst+es))} .
The first and second terms of Equation (9-83) are orthogonal
to r(t) and sin(w_t+6_) over the integration periods of both

correlators hence, the effective signals to each correlator
using the results of Equation (9-74) and (9-78) are
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il

£y (1) VE/Z cos6 _r (t)sinB1Jg (B2) (9-84)

I

fA(t) /E7§‘cosegm(t)sin(wst+es)césle1(62). (9-85)-

From the above relationships it can be seen that the effect
of the error in the phase estimate is to reduce the ampli-
tude of the received signal by cos6 . Unfortunately,; ©

is a random variable whose distribufion function is depeﬁdent
on the technique used to obtain the carrier phase reference.
The mean and variance of cos6_is calculated for. the most
important carrier tracking scheme _in Appendix D and the
results are plotted in Figure 9-5. 1In addition, the prob-
ability that cos6_in no more than 6§ less than its expected
value is plotted fn Figure 9-6 Y The effect of the random
phase error on the performance of the data detector will

be discussed in Chapter X, however, the curves of Figures
9-5 and 9-6 are useful in determining the allocation of
available energy between the carrier synchronization signal
and the other channels in a practical system. For example, -
practical situations might easily arise where reducing the
energy in a message channel and using this energy in the
synchronization channel will actually increase the signal
to noise ratio in the message channel because of decreased
phase error in the reference signal. The designer can anti-
cipate this effect by using Figure 9-5 to overbound the

loss in channel power due to phase jitter and Figure 9-6 to
estimate what percentage of the time this bound is valid.
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CHAPTER X

A

THE EFFECT OF PHASE AND TIMING ERRORS
ON THE PERFORMANCE OF PSK DATA DETECTORS

A, Introductlon

In this chapter, the problem of the receptlon of PSK
" data signals is discussed for the case of a noisy phase
reference at the coherent demodulator and the data detector
and a noisy timing signal. The performances of two prac-
tical phase angle detectors are analyzed. The optimum
phase angle detector is formulated and compared with the
two practical detectors. Finally, the effects of random
timing errors are discussed. The results are then applied
to the evaluation of the performance of a practical tele-
metry demodulator.

B. Background

‘ It is well-known that the optimum choice of signals
for binary signalling in the presence of white Gaussian
noise is a binary antipodal signal set. A realization of
this set is to choose

s;(t) = +/2E sin(w t+6,) (10-1)
sy (t) = -/2E sin (g t+e) (10-2)

It is also known that if a perfect phase reference and if
perfect timing information is available, the integrate and
dump detector or correlation detector is the optimum re-
ceiver. A complete realization of this scheme is shown in
Figure 10-1.1f, for example, s; is transmitted, then the
receiver observes the following waveform

Q(t) = V2E sin(w t+0 )+n(t) (10-3)

where n(t) represents additive white Gaussian noise with
spectral density Ny/2 watts per Hertz. The detector multi-
plies the received signal by a reference signal sin(w_t+86 ),
integrates the product over it's bit period, T seconds,

and forms a so-called decision function
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T I~ (10-4)

e*(T) = [ Y/2E sin?(u t+6)dt + [ n(t)sin(e t+o,)dt
0 0

If Q*(T) is positive, the decision device declares that s; (t)
was transmitted otherwise it declares that s, (t) was trans-
mitted. Since Q*(T) is a Gaussian random variable to calcu-
late the probability of an incorrect decision one need only

calculate the mean and variance of Q*(T). The mean of Q* (T)
'iS ,
E{g*(T)} = V2E [ E{sin? (s t+e ) }dt (10-5)
0
T

+ f E{n(t) }Sin(wst+es)dt
0

it

VE/2 T

where E{x} denotes the expected value of x. Likewise, the
variance can be shown to be

20% (1) = NoT (10-6)

o

where Ny is the spectral density of the input noise. It
follows that the probability of an incorrect decision is the
probability that Q*(T) is negative or

p_ = exp(2Go/ETE T2/MD) gy (10-7)
-0 /WNOT;Z

For the case of equally likely message probabilities, that is
P(s1) = P(sy) = % (10-8)

it can be easily shown that the average probability of error
on any bit is

P =P (10<9)
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Equation (10-7) cannot be integrated in closed form but
is tabulated in terms of the so-called error function
erf x where

.2.. - X --lry2
erf x =/ f e ** dy : (10-10)
0

Utilizing Equations (10-7), (10-9), and (10-11) and making

the appropriate changes in variables the probability of bit
error for the case of equally likely message probabilities

can be written as

P = % (l-erf /2ET/N;) (10-11)

C. The Effect of Random Phase Errors

- In reality the perfect phase reference implied in the
derivation of Equation (10-11) is never available. To account
for phase reference errors let the reference signal differ in
phase from the received signal by e€ radians, that is

0(t) = sin(wst+es+6€) (10-12)

If s; was transmitted, then it is easily seen using trigono-
metric identities that

T T
Q*(T) = V/E/2 [ cose dt + [ n(t)sin(u t+o )dt (10-13)
0 0

Comparing Equations (10-13) and (10-4), it is seen that the
effect of the phase error is to reduce the energy in the re-
ceived signal, E, by cos?s . If there were a fixed phase
error, that is, if coss wére a constant, then the resulting
probability of error using the arguments of the previous
section could be written as

Pz = %(1—erf/2ETcosie€/No) (10-14)
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In practical systems 6_ is not a constant but a random
variable whose valve i§ continuously estimated by some
detection scheme. Since most detection schemes ultimately
utilize a phase lock loop to estimate 6 the distribution
function of 6_ can be written in terms 6f the distribution
function of tfie output of a phase lock loop.

The important measure of system performance is as in
the ideal case the average probability of bit error. Eval-
uvation of E{PR} can of course be accomplished by calculating
the probability density function of 9*(T) and then calcu-
lating the probability of an incorrect decision. Such an
approach presents formidable problems since the probability
distribution function of the integral of a non-Gaussian
process must be evaluated, and this as Papoulis (1965) points
out is "hopelessly compllcated" .

One approach to the problem is to assume that cos(6_(t))
is random over the integration period and that samples of
cos (B _(t)) are uncorrelated. This assumption tends to over-
estimdate the randomness of Q% (T) and should provide a tight
upper bound on E{Pg}. This assumption appears to be born out
by qualitative observatlon of the procegss (Hon, 1968) and
leads to a closed form solution for E{PZ}.

The decision function can in this case be thought of as

. m ’
* (1) = I} (/E7Z cose_(t+rat)at (10-15)
. r=0
At—+0
mAt~T
+n(t+rAt)sin(wst+rAt)+e€)At) .

Since the samples are to be assumed independent it follows
from the central-limit theorem (Papoulis, 1965) that the dis-
tribution of Q* (T) approaches a normal distribution if the
distribution of Q(t) is reasonably well behaved. Hence, we
can calculate E{P } in terms of the error function providing
we can evaluate the mean and variance of Q% (T). It can be
shown (Lindsey, 1965) that the statistics of the output of
the integrator do in fact approach a Gaussian distribution
for o>1 and that this approximation is extremely tight for
d>3. Since conventional phase lock loops exhibit a threshold
effect for 2<a<3 (Gardner and Kent, 1967), the above approx-
imations may "be used for systems operating above threshold
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providing linear phase lock loop theory is used to predict

where threshold occurs. The above approximations will not

hold for small o (a<2) however, for this case practlcal

loops completely lose coherence and detectlon is not possible.
The expected value of Q*(T) is

. T
E{2*(T)} = /E/Z [ E{coso_(t)}dt
0

T
+ E{n(t)sin (o t+e_(t))]}dt
0

Remembering that
E{n(t)sin(wst+6€(t))} = 0 (10~17)

and substltutlnq Equation D-6 of Appendix D into Equation
(10-16) gives

E{o*(T)} = VE/2 %égg; T ' (10~18)

where I_(a) is the modified Bessel function of order n.
Likewise

(10-19)
E{Q*2(T)} = E/2 E{ f cos (8 _(t1)dt, j cos (8 _(tp))dty}
0 0
S T
+ V2E E{ [ cos(ee(tl))dtl i n(tz)sin(wst2+e€(tz))dtz}
0 0

+

T
E{( [ n(t1)sin(u t+o_(t;))dt;)2}
0

which can be rewritten as
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. ‘ T T A , (10-20)
E{Q*2(T)} = E/2 [ | E{cos (o _(t;))cos(e_(ty))}dt,dt,
0 0
+ (No/4)T .

Since samples of cosee(t) are assumed to be independent we
can write '

E{cos(eé(tl))cos(ee(tz))} R(ty,ts) (10-21)

E{coszes}TS(tl-tz)

where R(t;,ts) is the autocorrelation function of cos(e (t))
and §(x) is the Dirac delta function. Substituting Equation
(10-21) into Equation (10-20), and performing the integrations
yields

i

. _
E/2 [ TE{cos?e_}dt+N,T/4 _ (10~22)
5 |

E{Q*2(T)}

ET2/2 E{coszeé}+N0T/4 .

Using Equation D-7, Equation (10-22) may be rewritten as

-

E{Q2(t)} = ET2/2 {%+% f%%%%} + NoT/4 . A (10-23)

It follows immediately that

o2 _ I, (a) I; (o) .
Q¥ (T) = BET2/2 (%+% Ii(a) - (Ié(a))2)+N0T/4 . (10-24)
and that (10-25)
b I,(a) 2ET
P = L(l-erf{zd 1
€ EETICY No+2ET (h+552(%) _ (Il(“))z).

*I; (@) Ip (o)
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or | (10-26)
b _ _erIi(a) : 1,111 (o) _ (I;(a) -
Pe = }i(l erf{fé—m—)— / {((ZS/N) 1+12+;§I(2) (U,) (Ié(a)) )} 1})
where

S/N = ET/N,

and is the signal to noise ratio in a bandwidth 2/T. Equa-~
tion (10-26) is plotted in Figure 10-2 versus ET/Ny with a
as a parameter.
For the case of infinite signal to noise ratio there
is an irreducible probability of bit error. To see this
consider
(10-27)

b I, (o) PO R TICIIVIC
é%‘ia = L (1 erf((I(l)(a)) v (%’“%ﬁ“m (TéToT“)z) Ly .

This indicates that the designer quickly reaches a point
where increasing the signal to noise ratio of the PSK signal
will not increase performance unless the quality of the ref-
erence signal is improved. This characteristic is shown in
the curves of Figure 10-2. The irreducible error is plotted
versus o for low values of o in Figure 10-3.

The effect of random phase errors in the reference signal
used to coherently demodulate the radio frequency carrier
can also be accounted for using Equations (10-26) and (10-27).
The quantity o is, in this case, the signal to noise ratio in
the bandwidth of the detector used to detect the carrier ref-
erence signal. The designer has control over this quantity
since he can choose how much energy is to be allotted to this
reference signal. Figure 10-2 indicates that if o is chosen
high enough say greater than ten, then there is really no
significant degradation from the ideal when a noisy reference
is used. It is also seen from the curves that no particular
advantage is gained in choosing o larger than twenty. A good
design rule might be that the modulation indices should al-
ways be chosen such that
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Figure 10-2.
Probability of Bit Error
versus
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for a
Noisy Phase Reference
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Figure 10-3. Irreducible Error versus
Signal to Noise Ratio in
Carrier Tracking Loop
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10 < o < 20 . (10-28)

D. The Squaring Loop

In the previous section, no mention was made of the
method of obtaining the synchronization signal. One obvious
technique is to transmit a discrete subcarrier reference
signal. Such a technique is often described as auxiliary
channel synchronization. The receiver then uses a phase
‘lock loop to track the discrete frequency component and to
generate a reference signal. Such a system is easily ana-
lyzed using the techniques of the previous section. It has
however, two limitations. First, for the power limited
channel the reference signal is provided at a cost of de-
creased energy in the information signal and secondly, the
synchronization signal is often disturbed by the channel
in a manner different from that of the information signal.

In view of the above, a receiver which estimates the
reference signal from only the information is desirable
(Golomb, et.al., 1963). In order to perform this estimation
the signal must be transmitted through some nonlinear device.
To understand why the nonlinearity is necessary, it should
be remembered that the information signal is the product of
a sine wave and a random binary bit stream. The signal hence,
has no finite energy at discrete fregquencies and consequently,
there is no component for the phase lock loop to lock onto
(Gardner and Kent, 1967). Passing the signal through a non-
linearity will generate energy at discrete frequencies which
can be tracked by the phase lock loop.
' One practical tracking device which uses a square law
nonlinearity is the so-called "squaring loop" depicted in
Figure 10-4. The circuit utilizes a square law device to
generate the nonlinearity. The discussion to follow could
be suitably modified to apply to a simple rectifier or any
even power law device.

Let the input to the squaring loop be

Q(t) = +/2E sin (w t+0_)+n (t) (10-29)

where n(t) represent white Gaussian noise with spectral den-
sity (Ng/2) watts per Hertz. Let the filter be sufficiently
wideband that the information signal is not appreciably al-
tered. The filter can be thought of as representing the min-
imum of the IF bandwidth of the circuitry preceding the square
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law device and the bandwidth of the device itself. The
input to the square law device is then

Q°(t) = +/2E Sin(wst+es)+n‘kt) | (10-30)

where n”“(t) is the filtered version of n(t). The output
of the square law device is (10-31)

Q2 (t) = E+E cosz(wst+es)i2/§ﬁ n’(t)sin(mst+es)+n’2(t).

As can be seen from Equation (10-31) 2-2(t) contains a dis-
crete spectral component at ZwS with energy (E2]|2) watts.
This component can be tracked "by the phase lock loop to
obtain a pure sine wave at 2w_. This sine wave can then be
divided in frequency by two to obtain a coherent reference
at Wy with phase error %98 where 6 is the phase error at
the output of the phase lock loop. Using the techniques of
Section C of this chapter and Appendix D the distribution,
moments, and effect of 6. on the probability of bit error
can be evaluated if the éffective signal to noise ratio in
_the bandwidth (B,) of the phase lock loop can be determined.
In order to evaluate the effective signal to noise ratio

in the bandwidth of the phase lock loop consider the auto-
correlation function of 972 (t), R_.,(x). Using results for
the output of a square law device when the input is signal
plus noise (Davenport and Root, 1958) it can be shown that

Ry.2 (%) = Rsz(x)+Rn,2(x)+4Rs(x)Rn,(x)+202nczs (10-32)

where R_, (x) is the autocorrelation function of the squared
information signal, R_.,(x) is the autocorrelation function
of the squared noise, R_ (x) is the autocorrelation function
of the information signal, R_.(x) is the autocorrelation
function of the noise, ¢2 i8 the variance of the information
signal, and ozn, is the variance of the noise. It is tedious
but straightforward to show that Equation (10-33) can be
written as

i

Ry, 2 (%) E24+E2/2 cosZwsx+N02/4 (10-33)

+

2(R_.(x)) (R_.(x))

+

sr_. ) (8- cos (u_x))

-+

No2/4 + 2021‘1'028
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for |x| < T. . If 972(t) is assumed to be wide sense station-
ary then the Fourier transform of R .o (x) is the power den-
sity spectrum of 2°2(t). It is then clear that the first,
third, and last terms of Equation (10-33) lead to energy at
zZero frequency and therefore, energy outside the effective
bandwidth of the phase lock loop. The second term is the
signal term and upon being transformed gives two delta func-
tions of weight E2/4 at *2u It follows that the total
signal power is EZ2/2. The %ourth and fifth terms of Equation
-(10-33) contribute to the noise and can be evaluated by making
use of the convolution law. That is

F{R_.(x)R_.(x)} = F{R . () }*F{R_.(x)} (10-34)
and

Rn,(x) (E(l*l%l)COSwSX} . (10~35)
= F{Rn,(x)}*F{E(l—l%idcoswsx}

where F (x) denotes the Fourier tranform of x, and * denotes

frequency domain convolution as defined in standard textbooks

on operational analysis. Since the unfiltered input noise

was assumed to have spectral density Ng/2 watts per Hertz

it follows that the filtered noise has power density spectrum
(10-36)

NO/Z,mS/Zﬂ - Ww/2 < £ i.wS/Zﬂ + W/2 .

otherwise.

{Rn,(x)} =
0

The indicated correlation leads to a spectral density of the
noise at the input to the phase lock loop which is not white.
If, however, W>>B, as is the case in most practical systems,
the contribution Of the noise can be overbounded in the vicin-
ity of 2mc by a uniform density of height 2-2(Ny2/4). Since
W was assumed to be large enough to pass the information with-
out degradation, the contribution of the correlation of signal
with noise can be overbounded in the vicinity of 2wc by a
uniform density of height 4-:(Ng/2)-E . '

As a result of the above, the effective signal to noise
ratio in the bandwidth of the loop, o, can be written as
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E2/2

* T 2B [2NoEFNAWY

(10-37)

Defining a = WI where T is the bit length of the information
signal and K = Bl/W Equation (10-37) can be written as
: Ki

(10-38)

where ET/NO is the signal to noise ratio of the information
signal in a bandwidth 2/T, and is the parameter against whlch
the performance of the data detector is evaluated.

Typically a > 2 in order for the data signal to be passed
with negllglble loss. The noise bandwidth of practical phase
lock loops is usually in a range of 10 to 1000 Hz.

Equation (10-38) is a powerful design tool since as is
shown by Figures 10-2 and 10-3 increasing o decreases the ex- -
"pected value of the probability of bit error and the irreduc-
ible error. For this reason based on Equation (10-38) one
might be tempted to choose K and a as small as possible. If
a is chosen too small the information signal is reduced in
energy by the filter and the preceding analysis is no longer
valid and the performance is degraded. If B, is too small,
then the loop might take too long to lock on%o the spectral
component at 2w _ (Gardner and Kent, 1967). The tradeoffs
between these guUantities require a thorough study of the
behavior of phase lock loops and consequently are beyond the
scope of this work. However, Equation (10-38) should be in-
cluded in the usual equations used for designing tracking loops.
Equation (10-38) can be substituted into Equation (10-26) to
determine the performance of a detector using a squaring loop
to derive its reference. :

E. The Costas Loop

Another confiqguration which can be used to derive a co-
herent phase reference is the "Costas loop", (Costas, 1956),
a modification of which is shown in Pigure 10-5. Although
originally envisioned as a demodulator for double sideband
suppressed carrier amplitude modulation it was never used in
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this role.. The loop generates the reference signal by
substituting a multiplier for the square law device and
then uses feedback circuitry to drive to zeroc the phase
error at the output of the multiplier. (Point C, Figure
10-5).

Let the input to the loop be as before

Q(t) = i/?ﬁ'sin(wét)+n(t) . ‘ (10-39)

Assuming that there is a phase error of & radians and that
the bandwidth W of the low pass filters i§ such that the
double frequency terms of the multiplier are rejected and
the lower sidebands are passed without significant attenu-
ation the signals at points A and B of Figure 10-5 can be
written ‘

A(t) = a(t)sin(ut+e) = £/2E (¥)coss _+n”, (£) (10-40)-

1l

CB(t) g(tjcos(wt+e€) = +/2E (-%)sine _+n’ (t) (10-41)

where n~ (t) and n’B(t) are the filtered versions of the
translated noise. ’ : '
In the noise free case, the signal at point C is

C(t)

ve i

A(t)B(t) = -E/2 sin2s (10-42)
-E6 €
€ for small e€

Equation (10-42) is a function of 6_ regardless of the sign
of the modulation and consequently,ecan be used as the con-
trol signal for the center branch. In view of the above,
the Costas loop can be thought of as a modified phase lock
loop. If the signal to noise ratio at the effective input
to the loop, point C, is calculated then phase lock loop
theory and the work of Appendix D can be used to determine
the statistics of 6_. Consequently, the expected value of °
the probability of Bit error can be obtained when the loop
is used to derive a coherent reference.

Since the first and second terms of Equation (10-40) are
assumed to be orthogonal, the power density spectrum at point
A can be written as the spectrum of the signal term plus the
spectrum of the filtered noise, that is
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= 2 ‘ . Y.
@A(f) E/2 cos eeém(f)+®n(f) (10-43)
where
§~9~ ] El o<W
o (f) = (10-44)
0 4 otherwise

and where ¢ (f) is the spectral density of the binary message
that modulates sinwst. Likewise, the spectral density at
point B is ‘
. f—3 1 2 B — -
@B(f) E/2 sin eeém(f)+®n(f) . , (10-45)
The spectral density at point C is the convolution of @A(f)
and_@B(f), that is
P * —
@C(f) @A(f) ®B(f) . (10-46)

Since convolution is a linear operation, the distributive
law can be used to write Equation (10-46) as

it

: 2 2 12 * ' - -
@C(f) E4/4 cos 6881n ee@m(f) @m(f) (10-47)
2 *
+ E/2 cos eeém(f) @n(f)
i 2 £y %
+ B/2 sin eeén(x) @m(f)
*
+ @n(f) @n(f) .
Substituﬁing Equation (10-44) into Equation (10-47), remember-

ing that the first term gives a discrete component at DC, and
performing the indicated operations gives
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(10-48)
¢ (£) E2/4{51n26 cos?e }6(f)+(EN0/8)00326 +(EN0/8)Sln29

+ (Nyg2/16)2W, for £ < B, < W

1

E2/16{1-cos?s }6(f)+EN0/8+N02/8 W, for f < B < W .

It follows that the signal to noise ratio at the input
‘to the loop is approximately

= E? )
T 2B {2EN ¥ 2N W) (10-49)

or using the definitions of the previous section

(**)2 _
o = 1/2ak gl . (10-50)
2"“6'"28.

Comparing Equations (10-50) and (10-48), shows that the Costas
loop will give slightly improved performance over the squaring
loop for identical filter bandwidths. This improvement is

not so great as to be the only criterion in choosing one over
the other. 1In fact, there are so many variables involved

here that a more important criterion might be ease of imple-
menting the various filters. 1Indeed little if anything is
written about the Costas loop other than some veiled references
by authors to its' apparent utility (Viterbi, 1966), consequent-
ly, a more detailed investigation of its' shortcomings and
potentialities is certainly warranted.

F. The Optimum Phase Detector

In previous sections attention was directed toward the
problem of analyzing the performance of practical techniques
for determlnlng the phase angle of a PSK signal. This dis-
cussion 1gnored the problem of whether or not these techniques
were optimum in some statistical sense. 1In this section, the
problem is rephrased more rigorously, the optimum detector is
derived and its' performance compared with more practical
systems.

Consider the communication systems of Figure 10-6. At
time t; the transmitter chooses either signal s; (t) or s, (t)
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and inserts it into the chanpel. The channel shifts the
signal by an unknown amount 6 and adds white Gaussian noise.
Since it is most important that the detector be able to

lock onto the received phase it is assumed that the unknown
phase, 6, is a random variable with a uniform distribution
between 0 and 2w radians. That is, the receiver is assumed
to have no_prior knowledge of the phase angle. The receiver
estimates 6 by operating on the received signal Q(t) in such
a manner as to satisfy the criterion of optimality. In this
case, the criterion chosen is the so-called maximum a pos-
teriori probability criterion (Hancock, 1966). This amounts
to choosing the value of 6 which maximizes the probability
den51ty function of 6 given that R was received, that is,

to maximize p(6|R). Another criterion that mlqht be used is
to minimize the expected value of the mean square error,
that is, to minimize E{(8-8)2} where 6 is the estimated value
of the phase angle. Other functions of the error could also
be minimized. It can be shown (Viterbi, 1966) that if the

a posteriori probability density function is unimodal then
the maximum a posteriori probability estimate of 8 and the
minimum mean square error estimate of & is realized by the
‘same receiver structure.

According to Bayes rule, we can write

~ + - ~
p(s|R) = P(R’jli)’(e’ : C o-s1)
p (R

Since the logarithm is a monotonically increasing function
of its' positive argument maximizing Equation (10-51) is
equivalent to maximizing

In(p(6]|R)) = In(p(R[6))+1ln(p(8))-p(R) . (10-52)

The second ‘term of Equation (10-52) is a constant since 9

was assumed to be uniformly distributed and the third term

is not a function of 6 consequently, maximizing Equation
(10-51) with respect to 6§ is equivalent to maximizing the
first term of Equation (10-52) with respect to 6. In Appendix
E it is shown that at time t +T

~ o+T
p(R|6) = C cosh(VE/Ny2 f sin (ot+8)R(t)dt) ~ (10-53)
to
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where C is not a function of 6. Equation (10-53) is indeed
a unimodal function of & centered around 6=8 as can easily
be verified. It follows that a necessary and sufficient

condition for the maximum a posteriori probability estimate

at t = tg+T of 6 is 6 such that’

(10-54)
tg
d/de (1n(coshV2E/NyZ j n(wt+e)R(t)dt)) =0
to ~ ~
6 =6
which reduces to
- - (10-55)
{Tanh/2E/Ny2 f 31n(wt+e)R(t)dt} f cos(wt+e)R(t)dt} =0
to ty - -
6 = 6

Since Equation (10-54) is unimodal Equation (10-55) is also
the minimum mean square error estimate of 9.

Equation (10-54) suggests the configuration of Figure
10-7 where once again a loop filter and voltage controlled
oscillator are used to drive the error signal to zero. All
of the elements are easily realized except for the box labeled
"Tanh". For large values of its' argument the hyperbolic
tangent is equal to the sign of its' argument while for small
values of its' argument the hyperbolic tangent is approximate-
ly equal to its' argument. It follows that at large signal
to noise ratio the hyperbolic tangent may be realized by a
hard limiter while at small signal to noise ratios the hyper-
bolic tangent may be realized by a direct connection from
input to output.

For the high signal to noise ratio case, the lower path
(A,B,C,D) from the input to the output of the box labeled
"Tanh", that is, a hard limiter, corresponds to the optimum
detector of the polarity of a PSK signal. The upper path from
the input and back through the loop filter and voltage controlled
oscillator to the input (A,E,F,G,H,I,A) has been shown to be
the optimum detector for the phase of a sine wave given the
amplitude. The detector then in the high signal to noise ratio
case estimates in an optimum fashion the phase of the received
signal as if it knew its' polarity and then multiplies this
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result which has an ambiguity in polarity by the optimum
estimate of the polarity given that the phase is known.
This technique is intuitively appealing. Indeed if one
knew nothing of statistics but did know of the mentioned
optimum estimators of phase and polarity he might be
tempted to try such a technique. It is also worth noting
that this circuit needs no additional equipment to detect
the data since the output of the hard limiter at time t+T
. is the optimum estimate of the data.

To calculate the performance of the optimum detector
in the high signal to noise ratio case once again consider
the upper path as a second order phase lock loop. For such
a loop the probability distribution function of the phase
error is given in Appendix E provided the estimate of the
polarity of the PSK signal is correct. If the estimate of
the polarity of the PSK signal is not correct then it is
easily seen that the probability distribution function of
the phase error is

p(6+mw) 6 >0
N p(e|E) = (10-56)
p(6-m) B < 0

since now the phase lock loop will be in error by m radians.
It follows that the unconditional distribution function of
the phase error is !

p”(8) = (1-P.)p(0)+Pyp (6 |E) (10-57)
OPT

where P is the probability of an incorrect estimate of the
polarity of the PSK signal. Obviously the probability of an
incorrect estimate must be very close to the probability of
bit error as previously calculated and hence must be very
small for even moderate signal to noise from which

it follows that P’O T(e):p(e). As in the previous cases,
the quantity o may Ee used to rate the quality of the phase
reference. It is then easily seen that

% optimum 1/2ak (ET/Ng) for ET/Ng >> 1 . (10-58)
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From Equations (10-38) and (10-50) for the high signal to
noise ratio case, it is seen that for the "Costas loop"

o = 1/4ak ET/Ng = % % pt imum (10-59)
and that for the sgquaring loop
o = 1/8ak ET/Ny = % (10-60)

(¢ .
optimum

This indicates a 3 dB improvement of the optimum detector
over- the "Costas loop", and a 6 dB improvement over the
squaring loop at high signal to noise ratios. .

If the integrators of Figure 10-7 are thought of as low
pass filters, the "Costas loop" may be used to approximate
the optimum phase detector. It follows that o for this case.
is given by Equation (10-50).

From a practical point of view, the data detector using
a "Costas loop" to derive a reference signal will give near
optimum performance over all signal to noise ratios. At low
signal to noise ratios its' performance is exactly that of
the optimum detector; while at high signal to noise ratios
although its' reference signal has a lower value of a the
probability of bit error will be approximately the same.

G. The Effect of Timing Errors

In previous sections, the performance of PSK data detectors
was investigated subject to the condition that a perfect timing
signal was available. That is, that the detector knew exactly
the length and starting time of each bit. In practical sys-
tems, the detector will probably know the length of each bit
but it must somehow or other estimate its' starting time.
Consequently, the integration period of the data detector never
exactly coincides with the period in time occupied by the in-
formation bit. It is this type of error and its' effect on
system performance which will be considered here.

To understand the effect of this type of error on system
performance consider Figure 10-8 where it is assumed that there
is an error of x seconds in the estimation of the starting point
of a random binary waveform. The waveform with the resulting.
data detector output is shown being preceded and followed by
waveforms of the same and opposite polarities. If the next bit
is of the same polarity, the output of the data detector is
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unchanged. From Figure 10-8 it can be shown that given a
timing error of x seconds the average probability of bit
error is '

P(E|x) = %(2-erf/28T/Ng-erfv28T (1-[x[/T)/Ng)) - (10-61)

If the probability distribution function of x were known
then the average probability of bit error could be evaluated
by averaging Equation (10-61) over all values of x. That is,
by calculating

P, = [ P(E/x)p(x)dx _ (10-62)
All x '

where p(x) is the probability distribution function of x.
The determination of the distribution function of x depends
on the technique used to estimate x and there appears to be
no -universally accepted technique for doing this. Consequent-
ly, a general solution of Equation (10-61) is not possible.
Indeed even for very simple distribution functions Equation
(10-61) cannot be integrated without using numerical tech-
niques. It is profitable however, to look at the case of x
uniformly distributed over some fraction of the bit period
of the data. The evaluation of x for this case involves
approximations which can be used with other density functions
to obtain a feel for the effect of the timing errors on per-
formance.,

If x is uniformly distributed over some fraction of the
bit period, a, then the probability of bit error is

b +aT , (10-63)
P, = 1/8aT [ (2-erf/2ST/No-erfv28T (1-[x[/T)/Ng)dx
-aT

Equation (10-63) cannot be evaluated in closed form, however,
it can be tightly bounded by making use of the well-known
uniform bound on the error function ’

(l-erfo) g;e_az/z . (10-64)
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Substituting Equation (10-64) into Equation (10-63) and
performing the integration yields
(10-65)

Pz 5'%{l-erf/ZST?No}+i§$;é§§§?o) (1-expla (ST/Ng) })

Equation (10-65) is plotted versus ST/N; the signal to noise
ratio with a as a parameter in Figure 10~9, along with the
probability of bit error for the ideal case. It should be
remembered that these curves represent an upper bound on P_,
and consequently, represent the worst case condition for a
particular timing error. It can be seen that there is no
thresholding effect as is caused in the case of phase ref-
erence errors. In addition, it is seen that the relative
effect of timing errors in comparison with phase reference
errors is small. This conclusion is borne out by observation
of practical systems (Hon, 1968).

H. Performance of Practical Detectors

_In this section, the results of the previous sections
are used to evaluate the performance of practical data de-
modulators using a squaring and a Costas loop. The bandwidths
chosen are typical of the bandwidths encountered in MSFN
signal data demodulators and the bit rates correspond to the
two telemetry bit rates used in the Apollo unified S band com-
munication system.

The predetection bandwidth, W, and the phase lock loop
bandwidths B, are shown for the two data rates in Table 10-1.
Three bandwiéths are shown for the phase lock loop. It is
customary to use the larger bandwidth to lock onto the ref-
erence and then switch to one of the smaller bandwidths.

TABLE 10-1

Bandwidths of a Practical Receiver

Hz
W(51.2(10) 3KBPS) 150 (10) 3
W(l.6(10)3KBPS) 6(10)3
Bq1 _ 25
By 2 100
B 350

13
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Using Equations (10-38) and (10-50) o is plotted versus
signal to noise ratio for the two information rates, the
three bandwidths, and the two detectors in Figures 10-10

and 10-11. The curves dramatically bring out the importance
of a small ratio between the bandwidth of the phase lock
loop and the bandwidth of the signal. As can be seen this
is much more important than whether or not one uses a squar-
ing loop or a Costas loop. Using Equation(10-26) the prob-
ability of bit error for the various combinations can be
calculated. The results are shown in Figures 10-12 and 10-13.
For the high bit rate case the difference between the two
detection schemes cannot be seen on the graphs, in fact, it
is seen that the bandwidths are really not critical, The
performance for the smallest bandwidth is for all practical
purposes the same as the ideal performance predicted by
Equation (10-11).

For the low bit rate case it is seen that the Costas
loop significantly outperforms the squaring loop at low signal
to noise ratios and that the choice of bandwidth is very
important. This might be expected since at low signal to
noise ratios, as was shown, the Costas loop is a good approx-
"imation of the optimum detector.

It might appear that higher performance is achieved when
using the higher bit rate; this is not correct. It should be
remembered that for equal amplltude signals switching from
the -higher to lower blt rate gives a signal to noise improve-

ment of V51.2/1.6 5.65 . For example, when the high speed
bit stream reaches 1ts lowest acceptable quality P_ = 10 3

the signal to noise ratio is 4.8, sw1tch1ng to the low speed
bit stream will give a signal to noise ratio of 27 which w111
certainly achieve the desired error rate.
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CHAPTER XI
THE EFFECT OF CODING ON THE PERFORMANCE
OF A PSK DATA CHANNEL

A, Introduction

" Since the fundamental coding theorem of information
theory was first proven by Shannon in 1948, communication
‘engineers have been concerned with trying to implement
systems which will achieve the predicted arbitrarily small
probability of error at rates less than the channel capacity.
In this chapter, practical relationships between the rate R,
and the previously discussed signal design parameters for
the multiplexed PSK signal set will be investigated.

B. Background

The system studied here is the complete system from
input to output of Figure 11-1. In this system the encoder
observes a block of L input bits and then produces a block
of N symbols as an output. The rate used will not be the
information rate in symbols per second, or input bits per
second but the ratio of the length of a block of input symbols
to a block of output symbols. That is, the rate, R, is L/N.
For the purposes here the most useful form of the coding the-
orem is due to Fano (1961) and states that for a discrete
memoryless channel at rates below the channel capacity, the
average probability of error, Pe' for codes of length N is
bounded above and below by ' :

o~ N{E (R, )+0 (N) } <P, < op~NE (R) (11-1)

where E(R,.) and E(R) are positive functlons of the transistion
probablll%les and the rate R, and 0(N) is a function of N
going quickly to zero for large N. In principle, Equation
(11-1) says that any desired error probability can be achieved
provided N is chosen large enough.

The primary utility of Equatlon (11-1) is due to the
fact that the bound predicted is independent of the choice
of code. This independence is a result of the use of so-called
random coding arguments (Gallager, 1965) in the derivation of
Equation (11-1). For example, the coder shown in Figure 10-1
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can be thought of as a device which in the binary case maps
each of 27 input sequences into one of 2 output sequences.
A person .attempting to construct codes is.interested in the
optimum way to perform this mapping based upon some con-
straints. Obviously some choices are very good and some

are very bad, however, the bound of Equation (1l1-1) is in-
dependent of the choice and merely represents the average
attainable error if the choice of mappings were made at ran-
dom. It seems reasonable then to assume that with a little
intelligence and luck the coding theorist can choose a map-"
ping as good as the average or random choice consequently,
the signal designer can use the information obtainable from
Equation (11~1) without worrying about the subsequent choice
of a code. '

Unfortunately for all but a few simple pathological
cases the evaluation of E(R) is all but hopeless. (Gallager,
1966). It can be shown, however, that (Wozencraft and Kennedy,
1966)

E(R) > Rg-R (11~2)

‘where. Ry is alternately known as the computational cut-off
rate or the zero-rate intercept of E(R). Ry is a function
of the choice of modulation techniques and is more easily
evaluated than E(R) or E(RL). It follows from Equation
(11-") that

e"‘N{RO—R} (11_3)

P < 2
e—_—
Equation (11-3) says that for any rate less than the compu-
tational cutoff rate arbitrarily small error probabilities
may be obtained if N is chosen large enough.

In a very elegant and complex derivation, Gallager
(1966) has shown that '

R = max{-log } { } pi/ﬁzﬁ}z} (11-4)
{Pi} J J

where p. is the probability of sending the ith symbol and
p: is the probability of receiving the ith symbol given that
j the jth symbol is sent. The maximization is over the
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input probabilities p. and hence Rjy is independent of the
input probabilities.

It might appear that Ry is a dummy variable created
by elegant manipulation of obscure relationships with
little, except perhaps some contrived, physical significance.
It turns out that not only is Ry related to the choice of
the modulation and detection technique but that it also
appears to be related to the actual number of computations
needed to decode the message block, the computer storage
‘necessary to store the message blocks during decoding, and
the necessary decoding times (Lebow and McHugh, 1967). Thus,
evaluation of this quantity provides more than just information
about the word error probability, since it also tells the
designer something about the computational eguipment necessary
to attain a particular error probability. In addition, it
has been shown analytically and verified with simulations
(Lebow and McHugh, 1967) that for the case of convolutional
encoding and sequential decoding Ry also represents the rate
“at which the number of computations necessary to decode a
block of data becomes infinite.

C. Ry For the PSK Channel

In this section Ry 1s calculated for the PSK channel of
Chapter X. For this case i=1,2 and j=1,2 in Equation (11- 4)
Expanding Equation (11-2) ylelds

Ry = max{-log{ ((p1V/P11)+(p2VP12))?2 (11-5)
‘{pi} '
+ ((p1VP21)+(P2vVP2s) )23} .

The maximum value of Equation (11-5) occurs for P; such that

dRj :
=0 = 9 . 11-6
dp; ( )

It can be shown by performing the indicated differentiation
that p; must be a solution of
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dRg _

ap; Py (YP11-P12) +YP12 HYPT1-VP12} (11-7)

+ {p; (VP21-VpP22tYpP22}{VpP11-VP12} = 0 .

The solution to Equation (11-7) is p;=py=%. Assuming the
channel to be symmetric, it can be seen that the transition
probabiljities correspond to the average probability of bit
.error, Pe} in the following manner. :

P21 = Pg (11-8)

Poo = 1—P2 (11-9)
l .

Ry = log, (11-10)

% (P11+P12+P21+P22) +5VDP11P12+5YP21P2 2

2

= 1092 142/p2(1-P)

Ry is plotted versus Pb in Figure 11-2. For the case of a
PSK signal observed with a perfect phase reference

1—P2 -1 (11-11)

and
2

= 1092 145/ /L (T erE (25T/N;)) .

(11-12)

Ry

Since the effect of an imperfect phase reference is to reduce
P_ the probability of bit error, Ry for the case of an im-
perfect phase reference may, using the results of Chapter X,
be written as
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(11-13)
Ro = logs2-log, (1+2/% (L-er ({4 ((28/M) ~1+rs2 (3 - (2 ) 7)

where o is calculated according to the techniques of Chapter X.
Ry is plotted versus S/N with o as a parameter along with Ry
for an ideal phase reference, a=«, in Figure 11-3.

The above equations can be used to calculate a bound on
the performance of a PSK channel versus the signal to noise
ratio. Examples of such relationships are shown in Figures
11-4 and 11-5 for rate % and % codes of various lengths.

These figures show dramatically the improvement that can be
obtained by increasing the code length.

D. A Comparison of Coded and Uncoded Communication
The work of the preceding section leaves unanswered the

question of whether or not anything is gained by coding blocks
of data. The only equitable way to compare a coded and uncoded
system is on the basis of equal information transfer and such
comparisons are discussed in this section.

~ For the case of PSK data transmission with a perfect phase
reference the probablllty of error on any bit has been shown
to be

= % (l-erf/2ET/N,) . : (11-14)

If it is assumed that the probability of error on any bit is
1ndependent of the probability of error on any other bit then

it is easily seen that the probability of correctly transmlttlng
a block of N bits is

= (1-p2yN -
P = (1-P)) (11-15)

and consequently, the probability of an error in a block N
bits long is

P

b\N
e l—(l—Pe) (11-16)

P —(%—%erf/zET7NO)N

I
ot
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The equivalent of a coded system of length N and rate R is
an uncoded block of NR bits. To compare equitably on the
basis of information transfer the two blocks a block of N
coded bits of length R must be compared with a block of NR
uncoded bits where each bit is now no longer T seconds long
but is T/R seconds long. This will result in an equal in-
formation transfer rate., It follows that the probability of
error on a block is :

P, = 1- (5-%erf/2ET/NoR) " . (11-17)

The probability of error for coded and uncoded blocks with
equal information transfer is shown in Figures 11-6, 11-7,
11-8, and 11-9 for various block lengths with rate % codes.
These figures bring out the considerable improvement that

is obtained by going to longer and longer block lengths.
While with the uncoded blocks performance decreases with in-
creasing block length startling improvements are obtained

for long block lengths with the coded systems.. For the
shorter block lengths the figures do not show the big improve-
ment obtained for long blocks. It should be remembered that .
the curves for the coded case represent an upper bound on

the probability of error and not the probability of error
itself. Thus while one may conclude from Figure 11-6 for
example that for a rate % code of length 128 one obtains su-
perior performance with coding for all signal to noise ratios
one cannot conclude from Figure 11-9 that an uncoded system
gives superior performance for signal to noise ratios greater
than 7. To determine performance in these cases the actual
code used must be specified and the resulting probability
calculated. ,

It might be argued that it is unrealistic to require
perfect transmission of complete blocks of data as the criterion
of performance. On the contrary, just the opposite is true.
It is customary in most telemetry systems to group together
large blocks of data for transmission and to only use the
block of data if it is believed that the transmission of the
entire block was perfect. In this case, coding large blocks
is in the general scheme of things and requires little extra
equipment to perform the coding process. Of course, decoding
the data is quite another matter, and decoding large blocks
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Figure 11-6. The Probability of Error versus Signal to
Noise Ratio For a Rate .5, Length 128 Code
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of data is a quite complicated process which is beyond the
scope of this work.

" E. A Practical Communication System

In this section previously derived results of this
chapter are applied to a practical communication system. The
system is a phase shift keyed communication system where
the transmitter can transmit at one of two information rates
1.6(10)3 bits per second or 51.2(10)3 bits per second. The
data is transmitted in 128 bit blocks and it is always de-
sired to transmit at as high a rate as possible. This means
that the transmitter will always operate at the higher rate
unless the performance falls below some predetermined level
‘at which time it will switch to the lower rate. Switching
is arbitrarily chosen to occur when the probability of bit
error becomes greater than 1073, Sw1tch1ng to the lower
speed increases the effective 81gnal to noise ratio by
Y51.2/1.6 = 5.65 and decreases the information transfer rate
by a factor of 32. It is desired to see if by using prob-
abilistic coding a rate of information transfer between these
two values can be achieved. *

If the high speed telemetry 1link is coded when the prob-
ability of bit error reaches a value of 10~3 the performance
can be calculated using Equations (11-13) and (11-3). The
results of such a calculation for a rate % and % code. are
shown in Table 11-1 where the probablllty of block error is
shown for various signal to noise along with the correspond~
ing probability of bit error for the uncoded rates. The in-
formation transfer rates for the rate % and % codes are 25.6(10)3
and 12.8(10)3 respectively. The probablllty of block error
for the uncoded case can be calculated from Equation (11-16);
it is of course much higher than the indicated probability of
bit error. It is seen that a significant improvement in in-
formation transfer rate and in data quality is obtained by
going to the coded system. The designer of course pays for
this in the expensive equipment necessary in order to decode
the signal. The decision on whether or not this cost is jus-
tified cannot really be discussed here. In space communications
systems where for example it might cost a million dollars to
obtain one decibel improvement in signal to noise ratio and
where the quality of the data might jeopardize the success of
a mission costing billions of dollars it would probably be
profitable to code the data. The relationships of this chapter
provide some of the tools the designer needs to make this cost
decision.
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TABLE 11-1
IMPROVEMENT FROM CODING
b Pb P P
e

ET/Ng 2 o . .

at 1.6KBPS at 51.2KNPS r=%,N=128 r=%,N=128
2.4(10)"% 6.4(10)"2 1.4(10)"2 %
4.710)"7 2.0(10)"2 4.0(10)~22 3(10)-8
9.6(10)"10 g.7(10)"3 4,2(10)729 1.2(10)"15
4.8(10)"12  2,2(10)73 1.8(10)733 1.4(10)71°
9.7(10)715  7.5(10)"3 2.4(10)737 7.0(10) 2%

v o W N

*Rg < R for ET/Njp < 1.1
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APPENDIX A

PERFORMANCE IN THE PPRESENCE OF NOISE

In many communications anplications the noise is
Gaussian and has a powexr spectrum that is almost flat up to
frequencies much higherkthan the significant signal fre-
quencies. This type noise is called white Gaussian and is

defined as the stationary, zero-mean Gaussian process with

a power spectrum of

CG(f) = %} watts/Hz,, =© S £ £ o - (A=1)

The filter which maximizes the-fatio of the peak value of
the:signal amplitude to the rms noise is called»a matched
filter, since the impulse response of the filter is matched
to the signal pulse shape. fhis is demonstrated_in connec-
tion with the freedom of selection of siénal waveshape.
Finally, the results of a digital computer simulation of an
' orthogonal multiplexing system operating with additive noise;
‘which ﬁas a Géussian amplitude distribution is presented at
the end of the appendiv. Assume an input signal f(t) to a
- linear filter with a tfansfer function H(w). The output of
‘the filter is given by

glt) = / £(nh(t-n)dr = L 1 eI9tr(uy(u aw (A=2)

=03 A T -
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Figure A-1. Exponential waveforms referred to in
the text
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If the filter input is white Gaussian noise, the output is

N = le(w)lzdf 2 =~ f hz(r)dr - (a-3).

The ratio of the signal squared to the mean noise

power squared at tlme ty is

' . | ?f(r)h(t'~1)dT]2 -
glte) s L ; o .
TN N° "hy w ’ | (h=d)
_ 1} ih (t)dr - -

For the case of the orthogonal multiplexing system,

the signal f(t) is known and the energy E can be cons;dered

“a known constant

E= [ £2(t)dt = f|F(w)]|2df L (A-5).

- G0

-If S/N is divided by E, it gives the follow;ng ex=

press;on which must be maxxmlzed.

[ Zf(t)h(to-rldle

detwae fattmar L (aes

Schwarz's inequality states that _

[ ff(r)h(tgmr)dtlz ff’(t)dt fhz(T)dr -~ (A=7)

-t =0 -
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Receiver block diagram
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Using the equality the expression for S/N may be maximized
to yield

£(1) = h(to-T) or h(t) = £(te=t). . - (A=8).

and in the frequency domain H(w)'= F*(w)e”jwto where F*(jw)

is the complex conjugate of F(jw)., This is the impulse
reéponse of the matched filter,.o% the filter which has an
impulse response which is a replica of the signal but in-
verted, as shown in Figure Aal;

The siqna2~to»noise ratio of the system using the
1:7 matched filter is found by substituting Equation(A-B) into
| Equation (A-4). | |

fEmar o

" hne/2 '.s.ﬁ: L _ - (A=9)

2t

Thus the maximum value of the peak signal=to-noise ratio is

~ dependent only on the signal energy and the noise spectral

-density and is independent of the pulse shape. This allows
great freedom in the selection of sigﬁal waveshapes for |
orthogonal multiplexing systems.

A digital computer program written in the Digital

Simulation Language is included to show how well the ortho=

mux system performs in the presence of noise with Gaussian
amplitude distribution. The resqlts for several ratios of
signal-to~-noise are inéluded. The results for each run are
identified by the identical heading.for PlL. The computer

" program follows the orthomux system layout, as shown in
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Figures A?Z, A-3, and A-4, Figures A~2 and A-3 are the

ventional block diagrams of an orthomux system with the

tion used throughout the thesis, while Figure A-4 gives

-notation used in the computer program. The notation is

- most identical and the flow of the computer routine can

Con= -

notae

the
al-

be

easily identified. The digital simulation language is non-

which can be closely related to analog computer bhlocks.

- procedural and consists essentially of a group of subroutines

In

‘this case, the computer printout shows the error does not

increase significantly as the noise power is increased from

S/N=10 to S/N=1/5. The value of ¥, the normally distributed

"and random variation of thls quantity.

'amplltude function, is also printed to show the magnltude

s
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SIEDI SYSL33,SRCH
318LDR MAIN

$IBLCK CENTRL
STEQILT

| 1]

TITLE USL/?L ADGITIVE GAUSSTAN NOISE SIMULATION 3/12/67
RFL=Cl1x*EXP(-TIME)

uRFd C2LeEXP(=TIME)+C22%EXP(~2.#TIME)

CRFE3= le*;AP(~TIME)+LJZ*EXP(—2.*TIME)+f33*bXP( -3, «T[ME)
FHT=ORFL¥FLAaRF2EMZPORFIoiIHY —
Y=HCRMAL(PL1,P2,P3)

SIGL=FfT*0RF L ,
MRLI=INTG2L (0. ,SIGL)

SIG2=FHT+0RF2
MR2=INTGRL(0.,4S1G2)

SIG3=kXT=EAF3 .
MR3I=INTOR2L(5.,SIG3)

Carl=mMRl-31
FRR2=MR 212

)

ERR3=MR3~-M3

L CONTRL FINTIM=5,,DELT=,01

PARAM Hl=l.si4l=1le9MI=loeyPl=1, PZ’L.QP3—0245 .
CONST C1l1=1.4142,021=4.,022==6,,031=7.3485,032=-29,394,033=24,495

RAMGE URFLyURIFZyORF3,FMT Y
INMTEG MTULNE

PRINT ol Yo FMT yMRLyMR2Z3MR3 ERRI.ERRJ,FRRB
END

TITLE SAME SYSTEH Pl=3 -
PARAM P1l=3 '

tid0 .
TITLE SAME SYSTEM Pl=5

PARAM P1=5
ENR

TITLE SAME SYSTEM P1l=7
PARAM P1=7

END
TITLF Sn.c SYSTEM Pl= 9oP3-.347 S/N=5

PARAM Pl=9,P3=,347
£ENMD

TITLE SAME SYSTEM Pl=11, P3—.)48 S/N=2

- PAR A °Pl=11,P3=,548

2 oo e -

TITLL SAME SYSTLY Pl-l3,P3—.77UqS/N 1

PAvAM Pl= 14 VJ—-.I?”

"'M{\

TITLE SAME SYSTEME Pl= 15.P3 1.095,8/N=172
PARAG P1=15,93=1,(95 N

R '

TITLE SAME SYSTEM,P1=17,P3=1. 7390/N 1/5 :

PAAN Pl= 17.0 =1, 13 , )
oD

FITLE SANE svsrtm.px 19,P322.45,5/10=1710 T
PARAY PL=19,03=2.45 :

‘” .

STCP. | | ' "
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- 159
TIMC Y TFHT MR1 MR 2

0. 2.88236-01 2,1519F 00 O, 0.
1.000C=-01 3.3551t-01 F519C 00 1.6695F-01 -2.07156-01
2.000E-01  2.,4399C~Gl  4,1103E=01 2.1465F=-01 —-2.49336-01_
3.000E-01 1.73476=01 1.6759c~01 2.2261E-01 =~2.5358E-01
4.000E~01 2.9505F-01- 3,72434FE-01 2.21596-01 =2.53400-91
5.000E-0L =2.G4UlE-0] =1.,81950~02 2.3135C-01 —-2.52195-01
6.000E-01 =3,1992E-21  7.38615-02 2.5517E-01 =2.42975~01
7.0006-0G1 =2.2762c~01 3.5227c-01 2.9034¢-01 -2.21085=-0C1
8.000C~01 ~2.9881E£~01 5.1205E-01 3.38906-01 =1.81026-01
9. 000E=0L =2.0/25C0=01 6,T7629E=01 3,9255C=01 =1.264TE=01
1.000F 00 -2.93628-01 B,.37299F=C1 4.5075& Jl =S.7354E-02
1.100E 09 1.5061lc=-01 1.3806e 00 G900€-01 2.0858F~-02
1.200E 00 3.67266-01  1.66975 CO 5 6623E-01  1.0502E~01L
L. 3000 CO =1.97260-01 1.146zZt 00 6.1928E-01 1.91290-01
1.400F 09 2.3942E-Cl_ 1.6017E GO 6.68590-01  2.76375-01
1.5007 09 =4.95596~01 8.62L16~-01 T.1315E-01 3.58197=01
1.600€ 00 6.646365=02 1,4020F 00 T.5309C-01 4.3513C-01
L. fO0F 00 =3.29871E-0L 9.6971o=C1 TB8943E~01 5H.08296-01
1.800F 03  3.3375¢-01 1.5269E 00 S$.2097E-01 5.7421C-C1
1.900€ 02 =5.5341E<01 6.4556E-0) Be4B23E~01 6.33126-01
2.000E 00 -2.9794F=-01 8.4176E=01l B.T191FE-Cl 6.8574E=C1
2.100E 00 =3,38035-03 1.0737E 00 8.9229(-01 7.3226L~01
-2.2008 00 2.3385E-03 1.0153F 00 9.0987E-01 ~ 7.7334E-01

- 2.300F€ G =3.6T10E-CL 5.813%6-01 9.2503E-01 8 09376-01
2.4008 00 =1.2863E~C1  7.55985-01  9.3794E-0Ll  £.4057£-01
2.500F 00 1.9275E-01 1.0154% 03 9.4841E-01 a 6645E=0]
2.600E 00 =3.0659E~01 4.5613E-01 9.575CE-0L E£.89155-0L
2.700C ON T 2.5912E=-01 9,56026~01 9e0L3LE~CL 9.07175¢~01
2.800F 00 3.40326-01 9.9105&—51 9.7131C-01 9.2423C~-01
2.900F 03 =2.14435=01 CEGTHE=01 9.7625E-01 7.3699E-01
3.060% 006 3.8525E-02 5.0925~n01 9.820265-01 0 GT45E~C1
3.100F 00 8.8271F=02 . 5.9363F-01 9.54006-01 L5T27TE5-01
3.2C0F 00 =1.5725C-01 3.0A04E-01 9.5573C-01 9 645%E-01
3.,300C 07 =3.6930FE=-01 5.45066-07 J.8P95E-C1 Q.70425~01
3.400% €D =2.76675-01 1.1074E-61 9.9980E-01 9.7537¢-C1
3.500F 00 =1.5235c-C1 2.01756=CL 9.9218E~C1 .9.89271¢€-01
3.600F 00 3.A475E-02 3,592e-01 9.9418F-01 9,£4515-C1l
3.7005 20 =1.74156-C1 1.9013E-01 9.95125-01 9.87n6i-C1
3.800F 00 3.2140F-01 +8947E-01  9.9591E-01 9.8921E~01
3.900F G3 -1,7308E=0QLl 7.00655=-02 9.9641E-01 9.9057£-01
4,0005 0C 1.9832:-02 .2,41876=01 9.9A92FE~01 9.9199F=01
4,100€ 00 =2.50030-91 ~4.81250=02 9.97152E-01 9.93635=0G1
46,2005 00 S.T1965-01 7.55646E-01 9.9790FE~01 9.945481-01
4.3C0C 00 ~1.0B34F-01 5,¢3736-02 9.98215=-01 9.9554E~C1
4.400E 09 =1.63428~C2 1.3536E-01 9.98435-G1  9.9615F=-01
4.500F 00 =2.C295E=02 1.1656r=01 9.987BE=01  9.9712E-C1 .
4.6G0E 05 3.26358-01  4.577728-01 9.92826-C1  9.9723E-01
GT100F UU =LeST64C=01 ~4.42665=02 9.9895E~01 9.97616=01.
4.B00E 90 4.52956-02 1,47950-01 9,99C9F-01 9.9799F-0]
4.900F 03 =1.317°C-C1 =3.U6RJE-D02 9.9923e-01- 9.983RE=C1
5.000E 0% 1.136%E-01  1.98245-91 9.9933i-01 9.9365E~01,

VARTABLE EA IR MAXTHAUM -

ORF1 7.52R8F=N3 1.4142E GO

TORF2 ~2.0090E 59 6. 666TE-01
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o
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Do ses tatnbh cuve mem jaogen
.

O ,SIN =10,

160

MR3
0.

ERR1

ERR2

ERR3

-1.0000E 00_=-1,0000E_00C _-1.0000E CC_

2.0324C-01 -8,33056~01 <1.2077E 00 =T.9676E=01

_201526E-0) =T7.8534E-01 ~1.2493F 00 -7.8474E-C1

T2 1218E-01 ~7.7739F-01 —1.2536E 00 —7.8782E~01
_2,13045-01 ~7.78416-01 =1,2534F 00 —7.B696E~C1

T2.0319E-01 ~T.6865E~01 —1.2522€ 00 —7.9681E=01
- 1.7879E-01 -T7.4483E~01 —-1.2430C 00 -8.2121E-01

T1.4627E-01 ~7.0966E-01 <1.2211E 60 —8.5373E=01
_L1<097CE~0Ll -£.6110E-01 =-1,1810E 0C -8.9030£=~01
B.1B82E~02 -6.0745E-01 =1.1265E 00 —-9,18128=0i

_ 6.7335E-02 =5.4924E-01 =1.95T4E 00 -9.3266E-01
6.98650-02 -4,91035=01 -9.7@145—01 =9, 3012¢e=¢c1 -
9.0025E-02 ~4.3377E~01 -8.9418E-01 -9.,0997E-01
1.2502F-01 =-3.8072¢-01 -8.0871E~0L —8.7498E-01
1.7289E-01 -3.3150E~01 ~7.2363E-01 ~8.2711E-QL
2.2968F~01 -2.86856-01 -6.418lE-01 ~7.70326-01
2.9204F~01 ~2.4691E=01 =5,6487E=D1 =7.0796CE~Cl |
3.5896(-01 -2, 1057E=C1 =4 91 T1IE=CT =6.41C04E=C1T ———~
_4425306-01 -1, "7903E~01 =4,2579E~01 ~5.747GE-01

T4 .8949C-0L —1.617TE-01 =3,66849E-C1 =5, 1051C=01
5.5071F=01 =1,2809€E-01 =3.16424E~-01

~4,4929E-01

6.078BF=01 =1.CTTLE=01 =2.6774E~01 =3.9712€=01 B
_6.60B0E-01 -9.,01075-02 =2,2666E-01 =3.3920C~-0Cl

TTO9IGE=0T =T AT TIET 07 =1 9063E=01 =2. 9084507
_1.5253C~U) ~6.2099E~02 ~1.5943F=01 -2,47475-01
T 18964501 =5.1586E~027 =1.33556=01 ~2.1036E=C1
8.2307E-01 =4,2495c~02 ~1,1085E~01 -1.7693E-Cl
8.51116~01 =3,513BE=02 =9.2251F=02 ~1.4889E-01]
8.76485~01 ~2.8691E~-C2 ~7.5768E~02 =1.2352E-C1
8.9650C=01 =2.3752E-02 =6,30096=02 =1.0350E=01

_9.13175-01 ~1.9737€-02 =5.2545E~02 -8.68271€-02
9.2905E-01 ~1.,6002C~07 ~4.2731C~02 =7.0954E-02

_9.40915-01 -1.3269F-02 -3.5496E=02 —5.9092E-02"
9.5072%=01 =~1.1047E~0G2 =2.9576E-02 =4.9278E=02
9.5901E=01 -9,1997E-03 =2,4626C~-02 -4,0992E-02
9.6B03E-01 -71.,2195F-03 =1.9291E-02 =-3.197T3E=C2
9.7450F~01 =5.8160E-03 ~1,5492E-02 -2.5497€E-02
9.7889E~01 ~4.8769E~03 -1.2938E-C2 -2.1113€E-02
9.826CE~N1 ~4.0905E=03 =1,3792E=02 —1.7404E~C2
9.84975=01 ~3.5918E-03 =9.42615-03 ~1.5028E-02
9.8744E~Cl -3.,0782E~03 -8.014%E~03 -1,2559E-02

TOU903TES0T S AR AU =6 IT05 ST 03 =9 8T IYES0)
9,9219E-01 -2.1001E-03 ~5.3164E~C3 ~T7.810AF~03
9.937T1E-0Ll =1.78945-03 =4, 4557E-03 ~6.2850E=03
9.9480E-01 ~-1.5697E-C3 -3,.8464E~03 ~-5.2013E-03
9.9652E-01 —1.2231E-03 =2.8826C=03 =3.48346=-03

" 9.9672E~01 —~1.1815F-03 ~2,.7663E~03 ~3,2751€6-03
9.97415~01 —=1.04505-03 -2,.3d55E~03 =2.59216=03
9.9808E-0L -9,1077€-04 ~2.C103€E~03 -1,9175E=03
9.9BTEE-OL =7.T2C9E-04 ~1.62235-C3 ~[.2T88E=CS
9.9929€-01

-6,7160E-04 —-1.3408C~ 0} ~T.1069E-C4




e o i i e e = e oer < e 24%e n e co—e

SAME SYSTEM PL=7,

P3=,347,5/1i=5

161
TIMNE Y FiT Ml MR2
0. 4,07T92E-01 2.,2716C 0D O, 0.
1.000E-01 3.3153E~02 7.495lF-01 1.6592(-01 -2.C631E-01
2.000E-01 =1.4577C~C2 1.5247E-01 2.1370C~-01 —2_ﬁ1§9t -0l
3.000E-01 9.6192F-02 &.53160-02 2.2150F~01 «2.520AC-CL
4.,000E=21 3,6119F~Cl 3.9049E-01 2,23756=-01 =2.52527-01
5.000C-01 5.4911C-01 T1.3493c6-01 2.2863c~01 =2.5177E5=01
6.000E-01 2.2614E-02 4.15465=01 2.5336C6~01 -2.4220E5-01
T.000F-01 1.3534F~01 7.44A35-01 2.8912€-0L ~2.29975-51
8.000E-01 4.1573%-Cl 1.2266% 00 3,38836-01 -1.79930-01
9.000E~C1 B.3177c=02 1 CETIC 00 3.96415-01 ~1.2042°=G1
1.000E 09 =4.55756-01 6.6886E-01 4.5399E-0] ~5.,21495=02_
1.100E CC 2.1F36E-C1  1.4464E 00 65,12925-01 2.7132:5=G2
1.200F 00 4.7981E~01 1.7P23E 00 S5.7049E-01 1.12585-G1
1.300C 00 2.4564c-01 1.59G9E G2 6.2476e-01 2.C003E=0C1
1.400€ 00 4.46155~0)1 1.8084E G0 6.75028-01 2.86935-01
1.500C CO 1.7L14E-01 1.5288E 00 7.2960E-01 3.74356=01
1.600E 90 6,16TTE-01 "1.9%24E 00 7.5154E~01  4.49416-C1
1. 700 09 95.1382:-Gl 1.5135%% 00 T7.9795E~01 5.224BE<01
L.800F 090 -4.2894E-01 8.,242¢F=01 8.3050E-01  5.9049£-0]
1.900E 00 2.5912E-02 1.225CF 00 ‘8.5847(C~01 6.50946=51
2.000F 00 -6.,2147C-N1 5.18216=-91 8.8183E~01 7.02785-01
- 2.100¢ CU =7.0138E=01  3.15728~-C1  9,0194E-01  7.48776-01
242008 01 -1.3662E-C1 £.76395-01" 9.1919€-01 7.8304F=01
2,300F 00 =1.C329E~02 9.3516(~01 9.33556-01  8.23937I01
2.400€ 0% 1.45B5F-C1 1.C307TE 00 9.4%995-0)1 5.5338:2-01
2.500E 00 =2.9571E=C2 71.9312F-01 9.5699:-01 a Y
12,6008 09 -5.0131E-01 2,61465-01 9.65605-91 .9.0191F-0L
2.7CO0F 0 =4.94920-01 2.1038E6-01 9.7264C-01 9.1972E-01
2.800E 05 -3.9257E~Cl  2,5%14E-01  9.7924£-91  9.3664E-01
2.3000 01 ~1.1882E-01 4.5034C=C1L 9.B428E~D1 9.49788E-01
3.007E 02 -4,07345-01 1.5037E-01  9.3865E-0G1 q 610CE=-01
3.100% 00 Q.94755=C2 5.94840~01 0,9227E-0l . INSIE=DL
3.200F 0f =8.00168=02 3.uzo7h Gl 9.95338-01 9 79615=01
3.3005 00 Z2.8344E-01 1.0125%¢~01 9.9795E-01 9.8560F-01
3.400€ 06 =-2,19935-C1 1.68500-01  9,9997E-01 9.9101F=01
3.500F 00 =3.0891C=Cl . 4.7390c=02 1.9216E 00 9.9545E=01
3.600C 00 2.3259:-Cl  5.5539C-C1  1.0030C 00 9.9917E-01
3,700¢ 090 =1.3933%E-01 1.5494F-01 1.0944E 0D 1.C033F 00
3,800E 00 =-9.C142E~-02 1.7793E-01 1.00854€ 09 1.0053% 00
3.900E 00 =5.81206~Cl =3,3716F~-CL 1.,32€4C GO0 1.0085E 00
4,000F G0 4.,4470C-01 6.,66/72E-01 1.6072E 00 1.0107C 0o
4,107E 0U 2.51725=01 4.53h2E=01 1,.0089F 00 1.0127E C9
4.200E° C) =4,449h1-02 1.39016-91 1.5CB5E 99 1.0141E GO
44,3000 0) 1.0924C-C1 2.75962~01 1.U0099E 00 1.018AF UG
4.400E 92 5.74475-C1 7.2561E-01  1.9293E 00 1.01l65E 00
4,500F 0D 5.1550E=02 L1.6900E~6G1  1.9096E 00 l.GL745 o0
4.,600E 07 2.837275-51 4.12025=C1 1.0097F 00 1.0175F 0C
4. T00% 0T 4, 745N C<CL 5,8757:-01 L.o0098E DU l.NDLB ¢ 6O
4.800C 00 -2.32605-01 -1.3903:-01 1.C1G1E 07 1.Gl27E€ OC
T T4 900T 03 =1.2259T=01 =2.9509:~02 L.BIG2E ¢0  1.0L89% GG
5.000E 00 3.49650-91  4.3404C-01 1.0103E 00 1.%5192C 00
VARTAGLE FINLON MAXTAUM
ORF1 9.528BF-N3  1.4142E 90
ORF2 =2 00008707 6L E6HTE-OT

e e g P, P, LY



g e o

9 27T66E-0L —T1.13465-03 =2.9499CE-02 =7.23406=02"

_9.4094C-01 =4,6720E~03 -2. 1393E~02 -5.9058E-902

PI=9, S/n=5 N
v MR3 ERRL ERR2 ERR3
20 ___ ___=1,0000C 00 -1.00COE CO -1.0C006 00
. 2.0156E~01 ~8.3408E-01 ~1.2063E 00 ~T.98445=-01
. 201330E-01 ~-7,8630€E~Cl -1.2478E 00 ~7.867GE-CL
T2.10296-G1 =7.784CE~Cl ~1.2521E 00 =7.8971E-01
2.0856E-01 -7.7625E-01" ~1.2525E 00 =T.9144E-01
2.0362E-Cl =T.7137E=01 =1.2518E.00 ~7.9638E<01
- 1.7829E~01 -7.45664E-01 ~1.2422E 00 -8.2171E~Cl
i 1.45126-01 -7.10885-01 —-1.2201E 00 —8.5483E<01
.- 1.0784E~Cl =6.6117E=01 =1.1789E 00 —-B.9216E-C1
o1 1e792TE=02 ~6.0359L=01 ~1.12064€ 00 =9.2207€-C1"
© 603502E-02 =5,4610F-01L ~1.0521F 00 -9.3640E-01
C6.6208E-02 ~4.8100C~01 —9.7T28TE-0T =9.33T9E=0L B
. Be6431E-02 ~4.2951C-01 ~6.8742C-01 -9.1357£-01
. 1.2218E-0] ~3,7522E-01 =-7.9397E-01 -8.711826=C1 -
i 1.7099€~01 -3.2500GE-01 -7.1317E~-01 -8.2961E-C1
"2.2888F~C1l =2.7940E-01 =6.29656~01 —7.71126=01
L 1.2.9296E-01 ~2.3836E-01 =5,5059E~0L =7.C0704E-01
3.597558-01 ~2.0205E~01 =4. 1157601 <6.4075E=01
4.2814£-01 —1.4950E-01 ~4,0951E-01 -5.7186E=C1
4.,9401E-01 =1.4153F~01 =3.4906F-01 =5.0599e=¢1
5.5453E~01 —1.1812E=0]1 —=2.9702E-01 -4.4547E-C1
6.1054E~01 -9.8058F-02 ~2.5123E-01 <3.8916E=01-
1 6.62755~01 —8.0807E-02 —-2,1C96E-01 =3.3725E~C1
| Te0955E=01 =6.614TE-02 —1.7T60TE=0L —2.9045E-01
7.5051E-01 ~5.3997E-02 —-1.4662E-01 ~2.4949C-C1
7.8925E~01 ~4.3013E-02 =1.1959F-01 -2.1075E<01
8+2091E-01 -3.4403E-G2 -9.8083E~02 —1.,7909E~01
8.4T76L~01 ~2.7359F-02 -B8.027BE~Q02 =1.5224E=01
' 8.73802-01 =2.0744C~02 —6.3363E-02 ~-1.26206-01
i TB.9458E-01 ~1.5616E-02 =5.0116E=07 =1.08426=01
9.12296-01 -1.1351E-02 —3.90C1F~ 02 ~8.T710E=C2

T9.5253E-01 ~2.047T1E-03 =1.44G2E-02 ~4.T473E502
", 9.6160E-01 -2,7537E-05 ~2,986KE~03 -3,8401F-02
© 946910F=01 1.6204E~03 =4.54656-03 =3.96G0F=00
: 9.75436-01  2,9918E-03 =-8.3230CE~04 -2.4567E-C2
- 9.8196F~01 4.3895C-03 2.9685E-03 ~1.8041E-02
. 9.86T9E~0L L 5.4124E-03 5.76C9C-03 =~1.3214E-02
9.9160E-01 6.4234E-C3 B8.52$9E-032 -6.40036=03
1 94954%E-01 T7.2144E-03 1.,0704E~-02 ~4.5982C~C3
9.98GBE=01 T.9534c=03" 1.2T41E=02 =1 0206E=03
L.N014E CO E.4582F-03 1,41360-02 1.4428E-03
1.004CE GO 8.9786E=03 1.55176=02 3.9958c=03
: 1.G056E €O 9.2944E~03 1.6454E-02 5.5565E~C3
i LeGOT25 00 9.6193E=03 1.7358E=02 7. 1683E=03
| Lo09732 00 9.6541F-03 1.7T455E-02 7T.3422E-01
T 1.0082F 00 9.83225=03  1.7952F=02 " B.72333E=03
- L'a0097¢ 00 1.0117€-02 1.8747E~-02. 9.£607E~-03
TL.GL09CT007 [.0L8SEX02 T 1.8938E-02 L[.0005E=02
»l~91°4* GO  1.0261E-02 1.9152€E-0z 1.0392(-02

!

L)
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CSAME SYSTCH PL=11,P3=,548,5/H=2

163
TIME Y Frav MR1 MR2
0. 6.4391E~-01 2.5076C 00 0. 0. ‘
1.000FE-01 3.1674c=01 1.0331F 00 1.7173E-01 =-<.1341E-01
2.000E-01 T7.2906€-02 2.3995F-01 2.,2278F-01 -2.57335-01
3.000E-01 "1.0978L 0C 1.C8269E 00 2.2760E-01 -2.6001C-G1
4 ,000FE-0L ~1.h483F Q0N ~1.6190F 00 2.2537E-01 -2.5943E-01
500001 =1.3362E~01 5.21895=02  2.3266E-0L =Z.6801C-91
6.0005-01 5.03656-01 £.96490~01 2.5105E-01 -2.5064£-01
TD00C=01 4.hF60E~0L 1.LTBIE 00 2.8B854E-01 —c.214R8C=01
8.0005-01 -5.12765-01 2.9%2100~-U1 3.37228-01 -1.8727E-01"
G N00C-01 3.06340~C1 1.2909E 00 3.9052€=01 133091701
1.0G0F 00 =1.9A03E-GCL 9.25585=01 4.4ENTE-01 =6.4841F-02
[0 0% G ITRET=0L  1.9075¢ CO 5. U06535=01  L09dae=gzr
1.200F 00 7.4659¢=01 2.0491E 00 S5.6097E-01 9.46925-(2
T IL300E U =30 054553 L0397 00 6. L623E=GT 1 r313e=01
1.400C 00 7.57¢9E=-01 2.12C1F 00 6.6559E-01 2.69G55~-C1 -
L.S00E 0 1.7529E=027 Le3152E 07 1.0854(=01 3.4772:=31"
1.600E 00 =4.9907E~Cl B.3650E=CL T.4795E=-01 4,2367E-CL"

I 100% 09

T.453TeE=01

T URACE Ty T T SUSESOL AL 9 R EE O

1.800F 00 9.924735-02 1.3484F 00 8.1564%-01 S.6243F~-01 -
1.900F 03 =Le305 7 6=01 . 1.0085F 00  B8.4313E=01 DRI
2.000E 00 =2.2155L~01 B,5814C=C1 §.6679C=01 6,14322-01
2JI00E CO & .T413E-01 1.55L08C 00 BUEBRIBE-0L  7.2033E-C1
- -242C0E 00 =2.9292¢8-01 - T.2C01F=21 9.04D0E-01 7.60178-31
T2 300F 00 T UG~ ul L 6T Ise 00 TIUISTIE=01 7079 26e=01
2.400F 00 =1.2746E-02 R.7256E~01 9.3096FE-Cl  B8.,24820~01
25000 00 L BSISE=UT  1.0079% 00 9. 4154¢=01 6809 TE=01™
2.600C 00 =9,29035-02 6.69716~0L 9.5051E-01 8.733728-01
IR N (V10§ EA (TORRR Tl £ e | N W P T O X WSTTAE=017T 89180507
2.30CE Q0 =1432890 00 =06.7822¢8=-01  9.4434F-01 9.08472-01
2 900 U7 =8 0N YA L=UT =6 7AE3 =03 9 R IRE=0TT 92149501
3.000F GO =A.64235-01 =1.135:C=51  9.732%9E-01 9.3168F=01
3 I0ME 00 9. 68 230=0T =4, L2 8 =01 9 TT135C=01 9764230 C=01"
3.200F8 00 =2.6A245-C1 1.96652=01 9.82255-01 9.5002¢-01
I300E U0 4 0427201 BLUIi=01 9.6 264E=01 Y, 55£7E=0T" .
3.400F 00 =1.5981E6-91 2.,2761E~C1 9.844705-0lL 7.6131E=31
FoS00E U0 1287280 =00 T 0TELE U 9 8AZ2ZE-0T 9 6602E=T1
3.6008 0) =6.64T1¢-01 =3,419T7E-01 9.8754E-01 9.695675=01
FoA00E 00 =6 G230 =02  2.30255=01 9.8672E=0T 9 723Te=C0T
3.80GF DO =4.3606FE~01 =1.8798F=31 9.8983FE~-01 9.7555C-01
3. 900F OO Z.eCd0F=01  5.24C&45=01 9.9075c-01 Y. 7837E=01
4.000F 00 =8.4936E~02 1,3716E-01 9.91495-91 9,BQ436-Gl
4 TUOE 00 2 s =0 L o asTsr=CL 9 92 23e=0T 97 a245E= 1"
4,200 09 1.96070=01 3.7958E-01 G.9295€-01 9.84435-C1l
G300 00 =9.4564E~01 =1L 7893E=0L 9.9328F=01  9.853CE-CT
4,40CE 0 3.59976-01 5.11397=01 9.9382C-01 . 26B3F-01
4 500F 00 3.3561E=01 &, I3126=0T 9.94C5C=01 9. 87473501
4,600 023 7.19750-02 1.9561C~31 9.9412¢-01 9.8767r-01
G TLULE UL =L, 08653-0Ul =3, 034G ¢c=-01  9.9431c-Ul g.8827c=C1
4,80CF OO0 3,£279F-03 1.1245E-01 9.943%9E-01 9.834135-01
4,900t CU 5. IS5TEE=0T 6. 00270=0T 9. U456C<0T " 9.9631E-0G1
SeNOIFE Q0 =1.668RE~-CL ~5.2682E-C2 9,9474%-01 9,89415-C1
T TVARTEILE FTRTRU MAXTMOV,
GRFL 9.,52865-02 1.4142F 00
ORF2 =2 UTICE Y 6. 656 TN



1.0224E~01 -4.39C3E-01 ~-9.0531E-01 -8.97756-C1
[.3870E=01T =3 B377E=0T =8, 1627TE=01 =8, 6130E=0CT .
1.8669E-01 -3.3441E-01 -T7.3095E-901 -8.1331€-01

164

P.!ﬁl.? . S/,.‘" ‘:2
PO A ) R
MR3 ERR1 ERRZ ERIS

0. -1.00C0E CU —=1.00C0E 00 -1.0000€ CO
2.0823C-01 =8.2827E-01 -1.2134F 00 ~-T.917716=Cct —

2.1968E-01 ~=7.7722E-01 —1.2573E 00 -7.3012E-01
2.1817E-0L ~T7.T1240F-01 —-1.26C0€ 00 -7.8183E~-01
2.1985E=Cl =T.7463E-01 -1.2594E 00 -7.8015F~01 .
2.1232E-01 —7T.6132E=01 -1.72581E GO =7.8T66E=01T

1.9353E=-C1 =7.4894F~01 -1.25C8E 00 -8.0647C-01

T L1.5890F-01 =7.T1&46E=01 =1.2275E 00 =8.411GE=0T

1.2226E=01 =6.,6278E~01 ~1.1873C Q0 =8.7774E-01
TOGE605E=07 =6.094CE-01 =1L 13315 CU =9.C540E=0T

8,0081E-02 ~5.5193E-01 =1.0648E 00 -9.1992E~01

T8 2A0ITE0Z = IS ATESDT =9 B9T0E=0T =YL T759E=0T

T2 4 I2TC=01 =2 9L461=01 =6.5226E=00 =7.5879E=0L

3.0270E-C1l -2.5205E-01 =-5.76315-01 -6.9710E~-C1

TR b TGS E=0 =2 69 TE=UL 5L TS T0F=0T=6.32555=01

4.3596C~01 ~1.8436E~01 ~4.3757TE-01 —-5.6404E~-01
5.0204E-01T =1.5625E=01 =3, T666E=-0T =479796c-C1L
5.6161E~01 =1.3321E-01 =~3.2562E~01 ~4.3639E-01

b‘wg.ngﬁfoI =1, 1307E=01 =2.7967E=C1T =3.8171TE-C1

6.6946F~0) =-9,5999FE~02 ~2.3983E-01 -3.305%4E£~-01
TIVI648ES0T =B 1280007 2. 04S0E=01 =27 8352E=01T

L TWS5TTTE~0L =6.9037E-02 ~1.7511E-0L =2.4223E-01
TTGIST0E-CL =5.8460E=02 =14307Ee=0T =270490E=0T

8.2807t~01 ~4.9489E~02 ~1.2667E-01 =-1.7193E~C1

TBLSSTINE=0LI 47223 6EF02T =T 0934 E01TT =144 3CESRCTTT
B8.8158F~01 =3.56062E~02 =9.1528F=-02 ~1.1842E~-01

YL G20NEEC1IT =062 IES0Z =T RS0SCS02T=97 799602
9.1823C~01 =2.6715E~0N2 —-6.8325E-02 ~8.17172F=~02

9355101 =25
9,4U807E=Cl =1,9755FE=02 —«4,997LE-02 ~5,1933E~-02

TOSTIAE=0T =1 15606027 =441 29E=02"=472239C=02
9.658RE~D]1 ~1.5530€E~02 =3,.8685E-02 ~-3.3117E~-C2
T 14BAe-CT =1 3780E02=3.398TC=C=275T€6C~02
9.8393C~01 =1.2463E~02 =3.C403E~-C2 ~1.90685F-02

TYL.E6A5E-TL =1, IZSTE=02 =2 T189E=02 =1, 3549E=02
9.9171E-C1 —-1.0167:5-02 ~2.4146E-02 =-8.2900CC~03

TYTIETTE=OLT=TIZEA6IIC=T3
7¢99640~Cl ~6.5099E~03 =1.9600F~02 ~3.5313F-04
1 003 Z2E U =T T654E=03 =1 T54BE=02"3.2420E=073
1.0067F 0G5 —-7.0509E-03 -1.5574E-02 6.7252£-03
[.U083e 00 =6, 7356c=03 =1.4699E=02 B, ZT6TE=03
1.0110E 909G -6,1849E~-03 -1.3171E-G2 1.0994£-02

TL UTZ22E GO =5. 9450 8=03 = 1025086 E=02 1. Z180E=C2—
1.0125%€ 00 -5,8817TE~03 -1.23246E-02 1.2500E-02
[LOT 35 00 =57bR04E=03 = ITITTI8E=C2 13484802
1.0132€ 00 =%.6113E-03 ~1.1579E~-02 1.3557c-C2

T L UTATF 0 =5 4398 =03 =1L TO90E=0 14 T22e=C
1.CL56F 00 -5.2625E-03 -1.0594E~02 1.5618€-02

g.16268-02‘“3’9052E—03‘“*“"‘

ZEURESUZ =53 T63TES02 =67 4488502



e arie + Bt By o - s v o or e e

SAME SYSTLEM Pl=13,P3=,778,5/n=1

]

165..
TIME Y. FMT MR MR2
0. 9,1374E~-CL 2.7774E 0C O, 0.
1.000F-01 ~4.9€892¢-01 2.1743E=91 1.6429€=-01 =2.0435F-01
2.000E~Cl ~1.2126F=02 1,5492E-01 2.1497E=01 -Z.4R05F-0)
3.000E~01 8.5239E~01 B.4152E~01 2.1589E=~01 =2.48865-01
4,000C-01 1.73895 92 1.0652E 00 2.22996-01 -2.40536-01
5.0C0E=01 7.71305~G1l 9.63626=01 2.3012E~0L ~2.4845F=01
6.000E-01 =1.203AE=Gl  2.72490-01  2.5620E-01 ~-2,3842€-01
Te000FE=01 =L.8319E~01. 4.261ci~01 2.91635~01 ~2.1654F~-01 °
8.000E=-01 2,7377E£-01 " 1.0%44€ 00  3.3778F~-01 =~1.7%236-01
9.0C0F=01 T.T062F-C01 1.7hL4C 00 3.9465E-01 ~1.20298=01
1,000F 00 5.271€6-02 1.17738 00  4.5109E-C1 ~5.34565-C2
L. LOOT D0  3.33762-01 1.9638E 00. 5.0871e=01 Z.41600-52
1.2006 00 ~3.90048-91 9.1239F~C)  5,66256-01 1.0955f=01
1.300F 00 ~1.5772C €D -2.31955~01 6.2004C-01 1.9625F-01 .
1.400F 00 =~5.70376-01  7.9185F~01 6.,7064E~01 2.8363F-01
1.500F 00 4.2111¢=01 1.7788F 00 T.15L76~CL 3.4517&=-"1
1.600F 09 ~6.4484FE-02 1.27115£ €O  7.55725-01 4,4333E-01 .
L T00E DU <4.95346E-01 Be0430E=01 T.9165E~01 5.1521¢-01
1.800E 00 7.9023L0-01 2,0434% 33 B.2046E~01 5.75895-01
L.900E 00 7.3622E-01 1.93%3F GO6 . 6.4907C~01 6.37710t-C1
2.000E 00 =1.0929€ 00 4.67708-02  B.T73015~01 6.9091E-01
2.100E 00 =-3.46008~01 7T.31150E-01. 8.9332C-01 7.3725E-01
2.200F 00 2.4562F-01 1.25B5C Q00 9.098CE-01 7.75730-01
2.300F N0 =6.546Ec-G2 B8.53000=01 9.2429c=-01 Be.ld2&e-01
2.400F 00 =1,0353F 0D ~1,5050E-01 9,3700E-01 8,4104E5-0)
2.500C 00 1.3671t ©0  2.1R9&E 00 9, 4739E-01 ©.6hE25=01
2.600E U0 ~1.2241E-C1  6.4N0308-01  9.5599£-01  R.HGORF~01
2.7005 00 1.1580e-01 - 8.Z2LICE~-OL 9.6&309¢~01 92.0757¢=01
2.B00F 00 £.547T5E-0L 1,575 00 9,7108E-01 9.26440-01
2.900F 00 1.CLESE 00 1.6LTIE 07 9.T6GO0E-01 9.40G22F<01
3.000F 00 =2.8777E=-01  2.6294E-01  9.80435-01  9,.5073F-01
3.100F 200 =2.8914E6-01 2.1622E-01 9.8316E-01 9.578%E=0])
3.2005 GO =1.78235=01 2.684756=CL  9.8697C-01 9.6558E=01
3.300F 00 &4.7C756=01 B8.9456%-01 9.52374c-01 9,7086C-01
3.400€ 00  1.0£952-01 £.94376-91 9.8959C~01 9.75CLl¢-21,
3.500c Ou 1.877117c 90 2.2215E €  9.9088C3~-01 9 7347501
3.6005.00 =7.0606F~01 =2,63262-01 9.9294F-01" 9.8405{-G1
3,7C0F 00 1.5553E-Cl 4.4981F-01 9.9401¢-01 9.8697£~C1
3.P00E 00 7.87B2E-01  1.05598 00 9.94A56-01 9.8R873E-01
3.9008 00 -2.45335E-0L ~1.25635-N3 9,9555C6-01 9.91217-061
4,000 00 5.BAT4E=-OL B,0B77C-01 9.9569€-01  9.9212F-01
GUI00C 00 =0.15500-01 ~06.1368FE=01 9.96435=01 * 9.9362c-01
64,2005 0) HL1IGDE-CGL 9.9551F=01 9.9718F-01 9,95605=-01
46,3056 U0 1.G7846E G2 1.2454C GO 9.9773£-01 9.7721k-01
4.400E 00  3.3165C-01  4.83050~01  9.9S03E-01  9.98%50-01
4,509t U2 =4.333%E=-01 =2.9594¢-01 9.9824E-01 9.9827&~N1
4,600 00 1.0432F=0)1 2.2906E-01 9.9618E-01 9.9845FE~51
G.T09E 00 ~Jo82146G-01 =6,68910=01 9.93.,66-01 9 JETIAE-UL
4,500F 09 1.6312E=-01 2.AST7E-Cl1  9.9841E-Cl «991NF-Di
4,950F (G0 ~8.R40uE~0)1 =1.9591e-01 9.9366E-01 9 998i1s-01
5.N0NF 00 1.89745~01 2.7413E-ClL  9.9273E-01 1.003%E 00
VARTAJLE Al MyM AAATNUM
GF1 7.5298C-03  1.4142€ 00

+ lll'rr‘

A1




O P,
! T
..

e e Ty ViR,

=13, SIN=L__

MR3 ERR1 ERR2 ERR3

0. ~-1.6000F 00 -1,0000FE 00 -1,0000E_00
1.9970€E-01 -8.3571E~01 -1.2043E 00 -8.0030€6~01
2.1148E-01 ~7.8503C~-01 -1.2480E 00 ~7,8852E=~01
2.1158C=01 =7.5411E-01 ~1.2489E 00 —-7.8842E-01

" 2.0519E~01 =7.7701E~01 —=1.24G5F 00 ~7.9481€-01 "
1.9795E~01 ~7.6966F-01 ~1.2485E 00.-8.0205E-01
1,71246-01 ~7.4389E~01 =1.2384E 00 —8.2376E-01
1.3838€E-01 -7.0837E-0L —=1.2165E 00 -8.6162E~01
1.03866-01 ~6.6222E~01 -1.1782E 00 =8,9614E~-01
T.4140E-02 =6.05156=01 =1.1203F Q0 -9.2586E~01
6.0402E~02 -5.49C0E~01 ~1.0535E 00 =-9.3960E-01
6.3111E=02 =4.91276-01 -9.7586E~01 —-9.3689E-C1
_B.3271E-02 ~4.3374€-01 -B.9045E-01 —9.1673E~-Cl
“1.1877-Cl -3.7996E~01 —8.0380E~0L ~-8.8123E-901
1.6786£~01 -3.2936E~01 -7,1637E~-01 ~8.3214E-C1
2.2434E~0]1 =2.8483E-01 —6.3483E-01 =7.7566F£-01
2.8771E~01 =2.4428E~01 —~5.%667E~01 =7.1229¢~Cl
3.53300-01 ~2.0855E~01 =4.847T9E-01 -6.4661C-01
4,145645=01 ~1.7954F~01 =4.2411E~01 =5.8546E~C1
4, B185:-01 ~1.5093E~01 =3.6230E~01 ~5.18156-01"

" 5.4369E~01 -1.2699C6=01 -3.0909E-0) -4.5631E~Cl

T 6.0067E~01 -~1.0668E-01 ~2.62756-01 —3.9933E-01
6.5030E~01 =-9.02036~02 =~2.264275-01 =3.497CE~-01
6.9661LE~01 -1.57C1E~02 =1.8976E~D1 —=3.0339E-01
7.3940E~01 =6.299hE~02 ~1.5896E~01 =2.6060E-C1
1.76076=01 —=5.2608E~02 —-1.3338E-01 -2.2393E-01
8.076RE~CL ~4,4013E-02 -1.1152E~01 =1.9232F-01
8.370TE-01 -3.6306FE~02 =9,2429E-02 ~1.6293E-0L
B.66150~01 =2.5921E-02 =7.3541F-02 =1.3385€~01
B.BT756~0L =2.3597TE=02 =5,9180E=02 —1.1225E-01
9.0450E~01 ~1.9567E~02 =4,9274E~02 —=9.5505E-C2
9.1607E~-0L —1.6845E6-02 =4.2L18E~-02 =8.3927E-02
9,2869E=01 =1,3935E-02 =3,4416F~02 ~T.13156-02
T9,37430-01 =1,1956:-02 =2.9141E~02 ~6.2571E~-C2
9.4439E-G1 -1.0408E-02 —2,4990E-02 =5,.5613E-02
9.5026E-01 ~9.1163E=03 =2.19156=02 —~4,9740E-02
_9.5976E-C1 ~7.0624E~03 =1,5945E-02 —-4.0244E-02
9.6476C-01 —5.97209E-03 ~1.3931E-02 —3.5244E-02
_9.5678CE- 01 =5.3457E-03 -1,1268E-02 —=3.2196E-02
T9.7207E-Cl ~4.4457C-03 -8.8016F-03 —2.7906E-02
9 7372E-CL =4.1095E-03 =7.8755F~03 =2.6284E-02

Q. T035E-01 =3.5664E~03 =63 171E=03 =2.365CE=02

. 9,7998E-01 =2.8226E-03 =-4,3215E-03 -2.0023€E-C2
9,.8267E-01 =2.2703E-03 =2.79126-03 —1.71312E~02

" 9.8419E-0]1 =1.96595-03 —=1.9450E-03 =1.5206E=02

5. B42TET01 —1.9626E-03 =1.9344E=03 1.5 785E-02
9.8491E-01 =~1.8234E-03 -1.5455E~03 ~1.509CE~-02

9.8535C-01 ~1.7363E~-03 ~1. i
_9.8607C~01 =1.5928E-03 -8.9990E~04 -1.3929E~02
1 9.8735E-01 —1.33920-03 ~1.9004E-04 -1.

i 9.ETTOE~DL

~1.2694E-~03

2017E-03

~1.4653E~C2

5.7220E-06

265CF-02~
=1.2297E~02

]
+

166



SAME SYSTEM P1=15,P3=1.095,S/N=1/2

167
TIME Y FMT MR1 MR2
O. 1.2854E 00 3.1491E 00 Q. Oe ,
1.000E~01 =6.3669E~01 7.9668E-02 1.6408E~01 ~2.0370€~01 -
2.000€E-Gl 5.6079E-01__ 7,2784E-0) __2,0898E5=0) =2.4289E-01 -
3.000E-01 =2.7088E-01 -2.8175E~01 2.,2005€-01 -2.4832E-01 ;
4.000E-0) ~1.0273E 00 ~9,9805E-01 2.1455E~01 =2.,4732FE~01_ .
5.000E-0Ll. 7.8073E-~01 9.6655E-01 2.2983E-01 ~2,4540E-01

4.000E 00

~91935E-01

~6.98316-01

6.000E~0] =2,2278€E~-01__1,7007E=01__2.4685E=01_=2.3911E~01_"
7.000E-01 =7.0295E~=01 =9.3663E~02 2.8061E-01 =2.,1790E-01
e B8.000E-01 8,6686C=0L __1.6777¢ _00__3,2577E=01_=1.8070E=01_
9.000E~01 ~3.7580E~01l 6.0874E~-01 3.7625E-01 =1,2922E-01
1.000E 00 2.7256E 00 3.8502F 00 4.3402E-0) —-6.0772€E-02__
1100 00 —~1.6565€E 00 =4.264BE=01 4.9762E=01 . 2.,4581E-02 °
1.200E 00 =7,1738E~01_ 5.8510F=01 5.5598E=01 " 1.1122E-01__
1.300€ 00 =1.1489E 00 1.9629E-01 6.0823E~01. 1.9547E-01
1.400E_00  2.8661E-01 1.6489FE 00 6,5632E-01  2,TH62E-01_
1.500F 00 8.3526F-01 2.1930E 00 7.0147€-01 3.6130E-01
1.600E 00 ~1,3021E 00 3.3466E~02 T.4047E-0L - 4.3644F=01_
1.700E 09 =1.0216EF 00 2.78B06E-01 7.7701E-01 5.0996E-01
1.800E 00 -1.67216~01 1.0860E 00 8.0970E~01__ 5.7832E-01_
1.900F 00 =6.6167E~02 1.1329E 00 B8.3589E-01 6.3491E-01
2.000E 00 _3.2698E=0) __1.4667E 00  8,6049E~01_ 6,89625=01_
2.100E 00 1.2029E 00 2.2800F 00 B8.6221E~01 7.3918E-01L .
2.200E 00 4,.2293£-01__1.4359F_00 _9.0052F~-01__'7.8190F=01_
2.300E 00 4.75586-01 1.4241E 00 9.1515E-01 8.1673E-01 = .
. 2.400E 00 =-1.2956E 00 _=4.1079E-0) " 9.27B9E-01__ 8.4761C=01_
2.500E 00 4.3893E-01 1.261%E 00 9.3898E-01 8.7492E-01
2.600F 00 -1.9192E 00 ~1.1565E 00  9.4867E-0)__ B.9914E~-01_
2.700F 00 =7.3677E~01 -3.1467E~02 9.5553E-01 9.1648E-01 - -
2.800F 00_=3.6645F=02 6,1408E=01__9.6163E-0) _ 9.3223F-01_ -
2.900E 00O =-5.9415E-01 5.0166E~03 9,6643E~01 9.4450E-0)
3.000F 00 1.2598€ 0) 1.8105€ 00  9,7107E-01__9.5660E~01_
3.100E 00 =1.6199E 00 -1.1145Z C0 9.7517E-01 9.6738g-01
3.200F 00 =4.2469F~0)  3.,8396E~02 9.7882F-01_ 9.7703E=01_
3.300E 00 -2.C741lE 00 -1.6503F 00 9,.8105E-01 9.8299E-01
3.4005 00 ~-9.206NPE=-01 =5.3317E-0)_ 9.8318F~01 . 9.8870F~01_
3.500E 00 ~5.,4092E=01 =1.87126-01 9.8444E-01 9.9208E~01
3.6006 00 3.4559E-01 6.6830E-01 _9.66356-01 _9.9726€=-01_
3.700E 00 5.5136E-02 3.4941E-01 9,.,8713E-01 9.9938E-01
3.800C 00 _2,)478E 00 2.4159F 00 _9.88165~01__1.0022F 00_
3.9008 00 ~1.T496E 00 -1.5056F 00 9.8898E-01 1.0044E 00

9,8911E-01 _1,0048E 00 .

4.100E 00
— 4.200E 00 -3,7928E-02

1.1514E-01L

3.1705E-01
1.45586=-01

1.0063E 00

9.8967E-01__1.0064F 0G_

4.300E G0 6.8394c-01 B8.5066E-01 9.9033E-01 1.0082E 00
4.40CF 00 -2.18288 00 -2,0314% 00 9.9053€E-01__1.0087E 00_
4.500E 00 2.1834E 00 2.3209E 00 9.9062E-01 1.0090f 00
4,600E 09 _4.2120E-01 _5.4594FE-01_ _9.9052E-01 _ 1.0087F 00
4.700E 00 2.2553E-01 3.3870€E-01 9,9052E-01  1.0087E 00
— %.800E 00 =3.7002E-0) =2.6737€~-01 9.9071E£-01 1.0093E_00C,
4.,900E 00.--1.2549€-02 8,0537E-02 9.9093€-01 1.0099E 00

5.000€ 00 5.88095-01__6.7243E=01

9.9080E=01__1.D095E_00_

i

VARITABLE MINIMUM MAXTMUM
——-ORF1 9.52885=03 _ _1.4142€_0Q —
noc N AANANTrT A ’ 2 2 2™ A



p1=15, S/v=Y>
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MR3 ERR1 ERR2 ERR3

0o —=1,0000E 00 _=-1.0000E_00_=1.0000E_00
1.9848E~01 -8.3592E-01 -1.2037€ 00 =-8,0152€E~-01
~2.0988E=01_=7.9102E=-0)_=1.2429E 00 _=7.9012E=01
" 20491E-01 -T7.7995E~01 ~1.2483E 00 =~7.9509E~0L
«0944E-0)1 _=7,8545E=0]1 ~1.2473E 00 -~7,9056E-01 .
1.9401E~0l ~7.7017E~01 ~1.2454E 00 -8.0599E-01
~1e1653E=01_=7.5315E=01_=1.2391€ 00 _=8.2347E=01___.
1.4544E~01 =7.1939E~01 ~1.2179€ 00 -8.5456E~01
—1.1134E=01 _=6,7423E-0L_~1.1807E_00 _—~8.8866E=-01
845371E~02 =6.2375E~01 =1.1292E 00 -9.1463E-01
~L0683E-02 =5,6598E=01 —1.0608E 00 =9.2932E=-01
T7.3339E-02 ~5.023BE~0L =9.7542E~01 -9.2666E~0Q1
~9¢3852E-02 =4,44026~01 -8,8878E-01 =-9.0615E-01
1.2848E~01 =3.9177E~01 -8.0453E~01 ~8.7152E-01
- 1.7528E-01 =3,4368E~01 -7,2138E-01 =B.2472E-01
2.3254E-01 ~2.9853E~01 ~6.3870E~01 -T-6T46E~01
~229340E=01 =2.5953E-01 —=5.6356E-01 ~7.0660E=01
3.6059C~01 -2.2299E-0L -4.9004E~01 -6.3941E~01
%4.29456=01_=1,2030€-01_~4.,2168E~01 _~5.T7055E~0]
4.9110E-01 ~1.6411€E-01 -3.6509E~01 -5.0890E~01
—55470E-01_~1.3951E-01_=3.1038E-0) ~4.4530E=-01____
6.1565E=01 ~1.1779E~01 -2.6082E-0CL -3.8435E-01
~6.7064E=01 ~9.9477E-02 =2,1810F=0) =3.2936E=01
T1e1743E~0l ~8.4854E~-02 ~1.8327E~01 ~2.8257E-01
—T1+6036E=01 =7,2112E=-02 ~1.5239E=01 ~2.3964E=-01__
-~ Te9952E~-01 ~6.1023E-02 —-1.2508E~01 -2.0048E-01
~B.3517E=01 =5.1326E-02 ~1.0086E-0]1 ~1.6483E-01
" Be6131E-01 -4.4466E~-02 —=8.3516E-02 ~1.3869E-01L
—~88558E-01 =3.8312E-02 ~6.7770E~02 ~1.1442E-01
9.,0481E~01 =-3,3565E~02 -5.5503E~02 -9.5187E~04
—~9.2413€6-01_~2.8925€6-02 =4.3400E-02 ~-7.,5874E-02
9.4159E-01 -2.4826E-02 =3.2617E~02 -5.8412E-02
—9+5139€=01 =2.,1181E=02 =2,2968E-02 -4.2614E=02
9.6728E-01 ~-1.8946€E-02 -1.T007E-02 -3.2723E-02

9.8256E-01 =1.5564E-02 -7.9170E~03 -1.7442E-02
—9.9138E=01 ~1.3654€=02 ~2.7440E-03 -8.6218E=03
© 9.9503E-01 ~1.2873E~02 ~6.1684E~04 -4.9695€6~03
—9.9993€E-01 _-1.1837€-02 2.2135€E-03 ~7.,4811€-05

1.0038E 00 ~1.1025E~02 4.4390E~03 3.7982E-03
1.00644E 00 ~1.0892E=02  4.8050E~03  4.4410E-03
1.0071E 00 -1.03356-02 6.3411E-03 7.14106-03
~1.0072E 0C -1.0328€E~02 6.3638E-03 7.1835E-03
1.0104E 00 -9,6717E~03 B8.1810E-03 1.0404E-02
—1e01l1l4F 00 ~9.4706E-03 8.7404E-03 1.1399E-02
1.0119E 00 ~9.3754E-03 9.0064E~03 1.1876E-02
_1.0114€ 00 =9.4757E-03 8.7287E=03__ 1.1381E-02
1.0114E 00 =9.4770E-03 B8.7262E~03 1.1378C-02

~1.0123€ 00 -9.2887E-03 _9.2531E-03 1.2327E-02

1.0134E 09 ~9.0698E~03
—1+0128E_00 =9.,1974E~03

9.866LE~-03
9.5097E=-03

1.3432€-02
1.2789E-02

A\ ]
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SAME SYSTEM,P1l=17,P3=1.73,S/N=1/5

+ ‘169
TIME .Y FMT MR1 MR2 ¢
D, 2.0298E_00_ 3.8935E_00_ 0, 0.,
1.000E~-01 3.C420E 00 3.7584E 00 1.6543E-01 -2.0480E-01
2.0006-01 1.,1794E 00 1.3465F 00 "2.1347FE~=01 =2.4696F-01__
3.000E~0L 3.5107E-01 3.4019E-01 2.2422E-01 -2.5340E-01
4.000E~01 =1.4000E-01 ~1.1070E-01 2.2264E=-01 —=2.5284E=-01
5.000E-01 1.1779E 00 1.3637E 0C 2.2837E-01 =2.5174€-01
6.000E-01 ~1.5589F 00 -1.1660E5 00 2.5169€-01 =2.4243E-01
7.000E-01l -8.1703E=01 -2,0774€~01 2.8827E~-01 -2.1993¢~-01
8.000E-01 =1.4086F 00 =5.97697-01 3.3252E-01 -1.8311F~-01
9.000E~0L =3.5572E 00 =2.5726E GO 3.8740E-01 -1,2765E=-01
1.0006 00 1.6483FE 00 2.1729E 00  4.4615E-01 ~5.8174F-02
L.100E 00 7.6696E~01 1.9970FE 00 65.07056-01 2.3488€-02
1.200E 00 T7.2821E-01 2.0307C 00 S5.6715E-01 1,1268E-01
1.300F 00 -2.C826C~01 1.1370F 0G0 6.19856~01 1.9762E~-01
1.400F 00 =1.5512E 00 -1.8892E-01 6.7004E~01 2.8436E-0Q1
- 1.500C 00 2.6865C 00 4.0442E O0G 7T.1505E-01 3.6673E~01
1.600E 00 1.6225E 00 2.9581F 00 7.5509E-01 4.4402E-01
1.700E 00 3.0016E 00 4.3012E 00 7T.9041€E-01 5.1512€E-01.
1.800F 00 ~5.8959E=01 6.6461F=01 8.,2394E~-01 5.8527C-01
1.900F 09 =3,.9665F 00 =2.7675E 00 8.5118E~01 6.4412E-01
2.000E 00 9.3937E~01 2.0791E 03  8.,7446E~-01 6.9589E~-01
2.100E 00 =8.0952E~01 2.6757E-01 B.9584F-01 T.4467E~01
2.200F 00 _1.8828E OC_ 2.8957F6 00  9.1295€~01 7.8459E-01_
2.300E 00 1.5763E 00 2.5247C 00 9.2705¢-01 8.1818E-01
2.400E 00  1.5356E 00  2.4204E 00 9.3915E-01 8.4751E-Cl _
2.500F 00 ~1.2164E~01 7.0l05E~0L 9.4H61C~0L 8,7083E-01
2.600E 00 4.0556E-01 1.1683E 00 9.5674E-01_ 8,9113F-0!
2,700 00 1.3385E 00 2.0438E 00 9.6320E-01 9.074BE-01
2.800C 00 -1.0985E 00 =4,4780E=01 9.6888BE-01 9.2199C- -0l _
2.90G0E 0uU 2.4014E GO0 3.0006E 00 9.7449€6-01 9.3648E-01
3,000E 00 =1,3341F 00 -7.8343E-01 9.7B25E~01l  9.4631E-01
"3.100E 00 =B.B528E~01 =3.7932E=-01 ~ 9.8227E-01 9.5687C-01
3.200C 00 ~7.7593E-01 =3,1285E-01 9.8540E-01 9.6517E-01
3.300E 00 8.7143C-01 1.2952E 00 9.8RB15E-0l 9.7248E-01
_3.400E 00 4.4988BE 0O  4.8862E 00 9.8994E-01l 9.7730E-01
3.500E 00 5.B306E~01 9.3686F-01 9.91B26-01 9.8237¢=01
3.600E 0C  1.6475€ 00 1.,9703E 00 9.9360E~-01 9.8719C-01
3.700E 00 ~2.7221E~01 2.2066E=02 9.95776-01 9.931CE-01
3.800F 00 -3.,7325E-01 -6.0517E~01 9.9580E-01 9,9319F-01
3.900E 00 -1.6189E 00 —-1.3748F 0G 9.9660E~-01 9.95385-01
4.000E 00 ~1.3979E 00 =1.,1759€ 00 9.9773E-01 9.9849E-01
4,100 00 =3,1827F 00 =2.98GBE 00 9.9817E~-01l 9,9972E-01
4.200E 00 ~2.0811E 00 -1.8976C OC 9.9827:-01 1.0G00E 00 _
4.300F Q00 -1.,0074E 00 ~B.4N67E-01 9.9871e-01 1.0012€ 00
4.400C 00 -1.436%E 0C ~1.2850FE 00 9.9868E-01 1.00IllE 00 _
4.500E 00 1.4386E 00 1.5761E 00 9.9874E-01 1.0013E 00
4.600F 00  2.444TE CO_ 2.5634E 00 9.9890€-0L 1.0018E 00
4.700E 00 4.0602E-03 1.17232-01 9.9941E-01 1.0032E 00
4.8C00E 00 -1.5212E CC -1.4185E 00 9.9966E~01 1.0039E 00
4.900E GO0 2.81825 0J 2.9113F 00 9.9960E~-01  1.0037€ 00
5.000C 0D ~1.4929E GC) ~1.4085€E 003 9.9976E-01 1.0041€ 00
VARTABLE MINTMUM MAXIMUM
ORF1 9.5288€E-03 1.4142€ 00
GRF2 -2.0000E 00 6.6667E~01



Pl=1L7, Sht =%5_
MR3 ERR1 ERR2 ERR3
0. ~1.0000E 00 -1,0000E 00 -1,0000E 00
1.9840E~01 —8.3456E~01 ~1.2048E 00 -8,0160E-01
.2+1118E-01 ~7,8653E~01 ~1.2470E 00 -7.,8882E-01
- 240798E-01 -=T7.7578BE~01l ~1.2534F 00 ~7.92G2E~01L
2.0909E-01 =7.7736E-~01 —-1.2529E 00 ~7.9091E-01
2.03176-01 ~7.7163E~01 =1.2517E 00 =7.9683E-01
1.7930E-01 =7.4831FE-01 —-1,2424F 00 =8.2070E~01
1.4531E-01 ~7.1173E-01 =1.2199E 00 —-8.5469E-01
1.1229E-01 -6.6748E~01 ~1.1831€ 00 ~-8.8771€~-01
8.3359E-02 =6.1260E=01 =1,1277E 00 =9.1664E-01
_6.8169£~02 =5,.5385E~-01 -1.0582E 00 -~9.3183E-01
"7.0592E~02 ~4.9295E-01 —9.7651E~01 ~9.2941E~01
9,1634E~02 ~4,3285E~01 ~8.8732E-01 -9.0837E~01
1.2640F-01 -3.8015E-0L -8.0238E-01 -8.7360E-01
1.7516E~01 =3,2996E~01 ~7.1564E~01 -8.2484E-01
" 2e32280~01 ~2.8495E~0)1 -6.3321E-01 ~7.6712E-01
.2:9502E~-01 ~2.4491E-01 -5.5598E-0L -7.0498E-01
T3,6003E-01 ~2.0959E~01 ~4.84E8E~01 —6.3997E~01
4.3080E-01 ~1.7606E-01 ~4,1473E-0} -5.6920E-01
4.9488E-01 —-1.4882E-01 =-3.5588E-01 -5.0512E-01
5.5507E-01 =1.2554E~01 =3,0411E~01 =4.4493E-01
6.1496E-01 -1.0416E-01 -2.5533E-01 =3.8504E-01
6.6638E-01 =8,7049YE=02 =2.1541E~01 =3,3362E-01
7.1148BE-01 =7.2948E-02 -1.8182E~01 -2.8852E~01
"_1.5227€E-01 ~6.0853E~02 ~1.,5249E-01 —2.4T7T73E-01
7.8572E~01 =5.1386E~02 —1.2917E-0L ~2.1428E-01
- 8.1562E~01 =~4.3263E~02 ~1.0887E~-01 ~1.8438E-01

TB8.4025E-01 ~3.67956-02 -9.2521E-02 =1.59756=-01
_8.6253E-01 ~3.1120E~-02 ~7.8007€~-02 -1.3742E~-01

9 IB05E-C1 ~1.77336-02 ~4.31356-02 ~8.1946E~02"

TBL.B531E-01 —2.5514E-02 =6.3516E-02 =1, 1469E-00
9.0097E-01 -2,1748E-02 ~5.3692E-02 -9,9026E-02

9.3164E-01 ~1.4598E~02 -3,4834E~02 ~6.B8357€E-02

9.43TBE-01 ~1.18556=02 =2 7517602 ~5.6222E-02"

9.5186E-01 —~1.00596~02 ~2.2696€~02 ~4.8140E-02

9. 6042801 -8, 1805E~03 =1, 7631E-02 =3.9580€=02"
9.6864F-01 -6.4021E~03 ~1,2810E-02" =3.1356€E~-02

9.T8TIE=01 —~4.23206-03 ~6.9041E-03 -2.1212E-02"

9.7896E~-01 —4.1996E-03 ~6.8095E~C3 ~2.1044E-02

9.B277E-01 —3.3998E-03 =4.61516-03 ~1.T229E~02"

9.88198~01 -2,2726E-03 ~-1,5147€E-03 ~1.1807E~ 02

3 ~T.0054€=03"

-~T«1339C~03

"=6.6309E-03

-6.0073E-03
T =3.4809€E-03"
~2.2184E-03

3. 1075C6~03 =2.4976E-03"

GL903TE=0L =1.B8255E=03 =2, 16872E=04 ~9.86335E<03
9.9085E-01 =1.7270E-03 =3.1218E-06 -9.1452E-03
9.9299E-01 —-1.2909E-03 1.2051E-03

9.9287E-01 ~1.3193E-03 1.1296E-03

9.9317£-01 =-1.2593E-03 1.2983E-03

9.9399E~01 ~1.0957E-03 1.7565E-03

9.9652E-01 ~5.921T1E=0% 3.1630€E-03

9.9778E~01 ~3.4172E-04 3.8637E~-03
9.9750E~01 ~3.98156=04 :

9.9829E-01 ~2.425%F-04 4.1443€-~03

-1.7069E-03
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it is possible to construct an orthonormal set

A VA ]
N *  APPENDIX B

' OBTAINING THE ORTHOGONAL SET

' There exist several procedures for'bbtaining an_ortho-.
gonal or orthonormal set. The Gram=Schmidt procedure is

described and used to construct a polynomial set which is

orthonormal over the intervalVO'S £t £1.

If a finite o

r infinite linearly independent set is
! . ’ .

given as
A

(el, ez; e o o €k, o ; o.) (Bfl)

(¢1' ¢2' ‘.' . ¢k; e o 0) . (B"Z)

This method yields ¢k as a linear combination of only the

first k elements, or

k .
¢k = I agjey " (B-3)
=1 77 ,
First ¢, is formed as t
6 =ey/ley, ¥ ~ (B-4)
where . S
b ' e
{e1, €.} = [lg (t)]2at Lo . (B=5)
and a S t £ b is.the orthogonality interval,
Then one foims g, as
g, = €, = {egl ¢1}¢‘ (B=6)

¢, =_gz/{92. <5r2);s (B=7)



The general form is then

_ X-1 |
g = e =} {exe 0504
. o A=l )

4 }
6 = ax/{9x, 9x}?

The orthonormal polynomial set is then constructed.

set

<

{t, tz, .... ° ,tn, L] "Q}

L4 .
is given, and it is linearly independent hecause

a,t + a,t2 + , ., +ath =0

172

(B~8)

(B~9)

If a

(B-IO)

for -all t if, and only if, a, =a, =, , . = ag = 0,

then ¢, is given by

¢ S 3t
{el' el};i [{tadt]% ‘ M N
and g, is given by

g, = €, = {egl ¢1}¢1 |
: 1 S
= 2 =
ley, 01} = [t ({5 t)at = =

3
- 2 o 2
80 that

2. 3¢
t 5t

b2 = 3
3 9
[f(et- 5t + Iztz)dt]%

= /5(4t2 - 3t)

(B-12)

(B-13)
(B=14)

(B~15)

(B-16)
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The scaling value‘ﬁhich ﬁakes the set orthonormal is_giveﬁ

K, YZn + L - S (B-1M)
and the sum of the coefficients of each polYnomia; eqﬁals

one., .Then one can formulate ¢, and g, as

4=x%g, o (Ea9)
po 8 me, = ] {ews 0305 (B-19)
r i=1 |
. ,
pr ' . ’
gy 5%;5 (56t - 105t + 60t* - 10t) . (B-20)

so that Ku = 56 and

¢, = V9 (56t = 105t + 60t? - 10t) (B=21)

which is the correct:result. Thus ﬁhe resulting four

‘polynomials are

¢, = VI t . D *,‘ _ (B=22)
B B - 2
¢y = /7 (15t? - 20t% + Gt) o e (3_24)‘

¢, = /3 (56t% - 105t + 60t2 - 10t) - (B=25)
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'APPENDIX. C

Computer Programs

This appendix contains several computer programs which
greatly.assist thé users in evaluating the worth of'any set
‘of orthogéﬁal functions for use as the signal set‘for an
orthogonal multiplexing system. The programs are written
in DSL~90, a digital simulatiop language which is a part éf
the IBM share library. Instruction manuals are available
from the IBM Corporation. DSL~90 is a nbn-procedural lan-
'guage which is composed of subroutines which can be closely_
-«related to anélog computer blocks, and thus is ideal for
use in simulating many physical systems. The DSL-90 lan-
guage is based on Fortran Iv and.is very eésy to uée. The
notation throughout4most’of the'programs_follows that shown
. in Figure C-1 and therefore it is possible to follow the
flow of the programs without being familiar with ﬁhe language.
To use these brograms to assist in the evaluation of a signal
set it is only necessary to change the orthogonél.ﬁunctions |
in the program to the’desired set and change the systeh
parameters., In this.collection each program will be pre--
ceded by a description of the éurpose of the program and
how the program can be adapted to another 'set of functions,
.The printout on page 107 is the DSL-90 deck which must go

before the main program deck,
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Program 1

Titles Periodic,Functicn Frequéncy Distribution
| The Real Exponential Set
This program is used to calculate the Pourier coef-
- ficients of each orthogonal function ahd the compositg waves
foxm., The program notation is readily identified because of

the similarity to the notation used in many texts,

P S :
A, = Erf(t)ae - (c-1)
T
0
T - '
By = ZIE(t) cos(nw,t)dt - S (e-2)
B, = %.ff(t) sin(nuwyt)de B (c-3)
Cp = /Aﬁ + B3 S 'j . o (C%é)'

Thus for exanple:
"ANL = A, of ORFL

AN2 = A, of ORF2 |

ANT = A, of FMT=0ORFl + ORF2 + ORF3
This program yields the information necessary to determine
“signal bandwidth in order to compare the bandwidth with that
of other signals ox to‘use to design archannel filtér. In
ordér to use this program to ¢alculate the bandwidth of
another'siqnal set it is necessary to change ORFl, ORF2, ORF3

~and change the coefficient values and the period T on the

param card,

L
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“( B

CONST c11=1,
EMT= 0"?F1+O F2+0RF3

SIAL=ORFLE{CIA(NRA , ZART] M LT))

- -
L 177
TITLE OFRINANTIC FUNCTINN FREQMIENMCY nISTQIRUTIO“
L TITLE TIHE 28 EYOORENTIAL_SET - -
CRF1=CLYI*TXP(~-TIVE) ‘
- OREP=C2I%EXRA=TIRE EC222FXP (=26 T 1LE) -
} DQFB“C°‘* XP1=TIME)+CA2%FXP (=2 #TIME)+CI3HEXP (=3 #TIINE)

.-L.'_. »(’? 1N~,¢C7f~~\x°of3-1« —.94-85-9(:32 2—(;9.»»9-C33 2A¢5§ f-——u&m

QIGI2=NPEIR( QT (NI G 2RETINT/TY) -
SIGA=OREAXR(GIN(MNELL29HTILELTY)

CFYTEFLTH(S [N (kb 20KT T
LIG1=0RELE(COS(N®E L 2% LILELTY)

HAEZTIY . ~

I  C1G2=0RF2%(COS(Mhe20%TI1HE/T)) .
: CIG32DRFARLCNS (NG 2RFTINELT.LY

CRYT=FUTR(COS(M*6420%TIME/T))

IMTS)I=INTORL AN e STGL) S
ON1=(2,*TNTS1) /T - '
INTS2 = [ NTORL AL 0. S 14

pM2=(2, *T\TQ?)/T

} ’ INT.S3=IMTGRL (NS SIA3)

PNA=(2,%INTE3) /T
INTS4=IMTORL (2. s SELT)

AMT=(2.%IMNTS4) /T
AMTCI=IMTGRL(L..,CIEL)

ANMTI= (24 TNMTCTY /T
l_\'T’.7 1. \7"('("’[_(’-‘9 !~IC21

AN = (2 % TNTC2)V /T

INTC3=IMTAEL (N o CIBAY -

ANT= (2, R TMTCAY /T

L T =t TGP L De 0 C AT e o e -

INT=(2#TNTOAY /T
AN INTRRL(2.0RETY) /T

[

END=(THTERL(Ne 9NPF2)) /T
ANR= (TNTCRL (N« ERE2) VLY

ADT=( INTORL( "N« sFHETII/T
CNI=SODTIANMI® 22 o400 1%32,)

CMN2=CSORT(AMP# %2 o +0N2# %2 4 )
CM2=GONT (AN2A%D , +8M2%%2,)

(\l-r C‘hpT(Af'T*x7 +QP‘T_~{.*2.) NN
COMTRL EINTIN=8e,4,NFELT=001

DA
W

DA M=,
T BTl e s AN BNL JONY g ANZ$BN2 N2 zA'\'3th\L.,c-\m‘laﬁ 96 e
ANT GBNT L ENT 92N 4! «.2;1\" 9'\’T
”TL 4"‘

ANTEG.

N T

T |

£

‘. - *
L~_.H~ILILE,3:?" -
: PDADAL =D . ’
cun :

L J

TITLF t'=13
PAoAM nza,

_TITLE hB=h

" = vt e - e i o

cPLOAY
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PAPAL tizh

e S SR - e it e rm e Y e Y s Ay e R imhae metai e P GRS G Tt 40 e e

i v 2 e

g G L L A TS Y A ke T

F T e e e el D TR



£508 6

TTTLF M= A

O A

! epn
f— FA-F- a7

: DAPANM M=T,
L.,,........_-..c_:o 1S D et

TITLF M=8

4 PAD-A = Qg v
N .
F M=
BAPAY NzQ,
L ALRY - - —
TITILE =10
.,-'--—-—-—D—&»nhu_._;.b:q.f_\.._‘ .
Fan
TIFLE M
DADAY N=11,
= aLey
TITLE M=12
L —PADAM =YD,
14375 ’ ’
| S— T C etz 13
TpARAY N=17,
ALY I
TITLE M=14
roam DA A= Y A —
[~ Y ¥ o ’
M_T..I.TLC._.’.!: 1;, . e - -
OADAY N=15,
Ay
eTNo ’
. ' EAD OS] !
-
| nonNgo
-
..
Pe—
P,
e
”
—
S °
. —— ——
k"—vn'—--'n—-n- . A A s EEl W Eee W e w———— —— S — ——— S e e B Ewe. bW BV - B e Gmiieen av &% W e ®

f

.
o 3 A ot - o o P & e et 4



179

Program 2

Title: Periodic Function Power Spectrum Zero Initial Value
Polynomials and Gaussian Product S ' -
This program is siwilar to the previous ope in that
the power spectral density is calculated for an orthogonal
set, Both C and C squared are printed for several values of
N. This program is written to also evaluate the effect of
multiplying the orthogonal set by another function which is

L

in this case the Gaussian function,

T
JUEMTYP (£)] [(ORPLIP™Y () 14t ‘ - (C-5)

N

T PRODUCT | FUN é"ifION EVALUATED

The advantages are reduced peakwto-avefage power require-
ments and reduced bandwidth. The value of the Fourier coefe
ficients for the product function are CM and CSQM, or c
modified and Cz modified. This program provides é print-out
of the values of FMT and FMTM, the product or modified func-
‘tion. 1In order to use this program to'evaluate_other‘funCQ
tions it is necessary to substitute the desired orthogonal
‘functions and the improvement factor function pl{t) = v,

for the present set, and change the values on the param card.
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rv TITLE OERINDIC FUNCTION POMES SoSCTRUM
: TITLE ZTY OO YMOMTALS AND _CGANISSIAMN PRODUICT
. . CRF1=({SORT (3 ) )1 ¥(TI¥E=k) _
L — DRF2R(SART{ 5o IR L b (TINE=K ) #8263 ) =3 o % ( TINE=K) ) )
: NRF3=(SMPT(Ta 1) % ({15.% ((TINME-K)I#%34))=(2Ce*eq0
(LTIME 522 o 1 hdl 6ot {TIME =00 1)
EMT= {NRF1+2PF2+0RF3) T
REUTM=EMTEY]
Y1=EXD (K 1#(TIMF#%2,))
FUMAZEN T (COG] L2l NETIHE 2T 1)
INTA=TNTGRL (0o s FUNAY
FUNASSFATE (SIN(Ae2 SR NETLARLT ) .
IMTR=[NTARL (N s FUNR) ‘
A= { IMTIORL (Do E’-’T YW1 N
AN= (2% TMTA) /T
1 Mo (2 3 IMTAY LT
2 FEOPN=( (AN} %224 )4 () 5%2,)
* C=SNRT.(CS0NN) .
FUMASZFRTME (COS (660 29% M TIMNELT) )
FUNRM=F THY (S TN 6o 28#NETIAE/TY ) ~
. ANM=( INTARL (e s FMTMYY /T
L INTAMSTNTGRL (£ 0 s FLMAN ),
i IMTRM=TNTARL (Ne s FUNAY)
+ AMM= (2 o # IMTALL/T .
vl QR (D S TNTRN Y 2T ]
§ COO = ((AMLIND VR LB 222 ) L
i CM=SNRT(CSNM) ’
i INTOG U TLLNE L '
g PRIMT oN5sh" 47 4COARD s AL 3 CMa CSON G FHUT s FUTY s CRF 3
-;k : DARAY M= l...’ V=l 09 ¥ l 20—..1 o .'.,I.=.l.g...-- .
P CANTRLEINTI V=149 NFLT=,."N]
i ean
L TITLE M=2
b DADAM n=D, ‘
§ oan
e TITLE. N=3 ' -
P PADAY N=3
— Fn
! TITLE M=4
e DADAM Moy
’ (X
e L TITLE Mat
i . DADAY MzE

.

___Evn

' TITLE v=4

i ' o .

”
W DADAM M=h,
' Ean :
e TLTLE =7
; ; DADLY NM2T
L ‘oA
: TITLE M=p
e _DABAT KoB .
, Fan .
. STND _
f "“wv-- L T e T BT VT T wp e P Tk AW Ry WP T MW N re = e -

”HHHQGAWW
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Program 3
, éteady State - - ~1 - 2
a:PolyhoﬁialfSignals and Channel Filter

“‘Theﬂpurposetof this program is to:determine the
distéttion*causedzby'aﬁfiltér'inserted in the channel to
restrict signal enerqy- to a cértéin pass~band. The
piogram,goé91through:several cycles and'more can easily
be added using the Tiile, Contin, and Param cards as
exanples, tA.morekcomp&ex filter can be used (for example,
an n-stage Butterworth, etc;) to test any. design. DSL~9%0
‘contaihs,comélexgﬁuwctions commands which allow the eval-
.uation.of,any £3)tww dasign. The notation for this program
is siandardmawﬁ it ds'necessary to m@dify’the “param",'
orthagoral fﬁﬂétipns;"and possibly the “econtrl® caxds'

‘to use another: set ofrfunctions.



e e wme e ot atar e e hen e e e

__INPUT_FOR _DSL/90 TRANSLATOR - P

. e o et 3o et oo e e et o e e oo B2
CSIEOIT T . T SYELBB,SREH I T e et e e e oo :
. $IBLOR MAIN e e o e o e s et et o e e e et

$IBLDR CENTRL _ 4
LJSIEDIT . T : ] - e e es e e e
TITLE STEADY STATE C R .
. TITLE POLYNOMIAL SIGNALS AND_ CHAWNEL FILTER e T
TITLE RC=.05 , . o - A
_ORF1=(SART(3. ))*(TIME K) e e e s+
ORF2=(SQRT(5¢) )% ((4e# { (TIME~K) #22, )) (3.&(TIME»K))) e
L ORE3=(SQRT(7.))2l{15.%((TIME=K)#=3, ))-(20.».,.' -
CUUUTIME-K)#24) )+ (6.2 {TIME=K)))

... FMT=M1%0RF1+M2#0RF2+M3#QRF3 - % I AU
: FMST=REALPL{O. RC,FMT) o ' c ‘ .
SIG1l=FMST=ORF1 T SR corv R A L
e SIG2=FMST*0RF2 S : 4
7. SIG3=FMST#(URF3

INT1=INTGRL(0.SIG1)
(INT2=INTGRL(044SIG2) . o

C INT3=INTGRL(0.,SIG3)

. FMT2=Cl#FMT

< FMST2= REALPL(O..RC.FMTZ)
" SIGL2=FMST2%0ORFL

SIG22=FMST2#0RF2
LSIG32=FMST2#CGRF3
. INT12=INTGRL(0.,SI1612)
- INT22=INTGRL(0.,S1G22) .
INT32=INTGRL(04,51632)
. MRI=INTL-INT1Z2

MR2=INT2-INT22 R

.. _MR3=INT3-INT32 =~

: ERR1=MR 1=M1

4 ERR2=MR2-M2

; ERR3=MR3~M3

P CONST Ml=1l.4M2=1.4M3=1,

PARAM K=0. 'C1=00,RC=005 . . "

'CGNTRL FINTIM=1.,0ELT=,001 m;ww;;;WWmﬂu,;““m“;m‘pL.
CINTEG MILNE ' it

PRINT .024ERRL,ERR2,ERR3,FMT, FMST, INTs.xNTBZ.INTZ.Ierz .

| END : :
[ TITLE CYCLE TWG - i oo eddliie
[CONTIN - | IR )
POONTRL FINTIM=243DELT=o00L - e e
| PARAM K=1.,Cl=1. Co T e o

- END U i e

. ITITLE CYCLE THREE : SRS R

- tCONTRL FINTIHM= 3orDELT“-°01.,u.m..wuﬂ..hj U e
LONTIN ‘ , S -

. * PARAM K=2,,Cl=1l, T ,‘ e v s ’ e e ‘.

' END ' - : :

_ TITLE RC=.005, CYCLE GNE TS

. PARAM K=0.,C1=0.,RC=,005 S .o

o GONTRL FINTIM=L.,DELT=,00L " " oo
END , ' A S : L

. TITLE CYCLE Tw@ e ' '

CONTRL FINTIM=2,,0ELT=,001




. CONTIN . e . v

PARAM K=1a,C1=1.

_END _ B
TITLE CYCLE THREE

_CONTIN i

CONTRL FINTIM 3.9DELT~.001
" END ,

~TITLE CYCLE FOUR .
CONTIN

- CONTRL FINTIM= 4.'DELT3.001
PARAM K 3.'C1 1.

.. END
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‘Program 4

Polynomial Functions/Synch Error

This program is used to determine the dlstortlon caused -
'by synchronlzatlon error in. the receiver of the orthomux

" system, Time delay (Tp) is varled from 0 to .3 seconds

of a 1 second normalized period. 'The pol&nomial functions
and system parameters can be changed to evaluate any other'
set, it will also be necessary to_changé the bandwidth

for the new set and possibly the "control" time. For the

' particular set under consideration the print out runs

.for 1.5 seconds.. The receiver period'is from t=TD to

t=TD+1. for each cycle, so the receiver output for each

cycle should be read from the print out at t=TD+l,
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.t ot mide e e s m s e e

TITLF

'CI_ILF__I_IHC hFLAv r'f)*HL__Ip 7"'0()

POLYMDYTAL FUNCTIOMS / SYNCH ERRCR / BW=

OREI=(SPRT (3, ))#(TINE-X)

ARF2=(SARTAR o} JEL(L o ((TIME=L )82 1) (2 4 LTIHNE~K) 1) -

ORF2= (SORT (74 )1 # ( (154 % ((TIHE~K1#%#341)=(200%0 s

MEEALI VST TS BERFAN VTS & S R R

QRF12=(SNRT (34 ) ) #(TIME=TD)

ORF22=(SORT( R o) )30l o F A ATIMEST D) HK2 ) )= (30 *(TIMF -TO) )

NRF22=(SART(T74 )1 #( (15 *((TIME=TR)*%3,))=(2C

o*ooo

({TIHEEATN XD ) )b { b o (T E~TDY ) )

FMTa"1#0PF1 42 £0RF 2413 %#00F 3

FUST=REALPL (Do .Bk o FAAT)

STI=STER(TD)
NFLL=0REN215TL.

NEL2=0RF22%#6T1

NEL3=QREAZ2XST.])

.SIG1 FMeT%DFE 1

[ LM a) QE CILE

C1G2=F¥QTaDEL2
! ct(‘,'-t EMOTHOEL 2
i INTL=INTGRL(N.4S1CL) —
L INT2=IMTGRL(Ne s SIG2)
IMTA=IMNTERL (Ces S 1G3)
ERR1=M1=TNT1"
i ERR2=M2~INT2
| EPR3=UI~INT ]
' INTEG SINE ;
COAONTRLFTINTT "=1,5, NELT=.071
— DARAN D= 053,20, T2, M151 .. M251, 0053210 .
’, ORIMT o+ 1,FRR1 ,EPP2 ’F'?D’,OPFl sDELL f“pﬂ?’DCLZ,(‘RFB,T\:LB
b A s T ———
i TUTLF TO= .
. DARAM TD=,05.
P enn . o -
e TITLE.TN=,) - . S
: DADRAS: T».I-—u]- .
— mon. S -
: TITLE TN=,158 ‘
— PARAY ID=,15
{ can .
k.._.___.__TITL.~JL..?
| OADAY TD=,2
S S oA
; TITLE Th=,29
\_._.__._D_"_'?._“."_-T D=,2 3 N
: Fan o . .
e TJITLE TD=.3 N
PAPLY TD=,3
£xn — —-
STNoO
1]

nONCERN - - .

i
—
——
.

o

. —— e v
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- necessary to changé the orthogonal functions (ORFl, etc.)
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Program 5

Title: Distortion bue t§ Amplifude Limiting

This progranf is used to calculate the distortion
cavsed by l.imiting the maximum swing of the composite
function FMT (ofﬁen called clipping) éo specific values.

In order to use this program with other functions it is

and the "contrl"” and "Param" cards.
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-IIJI”M
TITLE

NJQTﬁ“TIQﬁ“uIE*IC»AﬁDLLIUDF»LI'lTl“’ 18
MO LIMITING

NRERELSORTAT A1 HALLS 2 TIHE=K )5 %R0 1) =020 %o o0

OREI=(SH2T(2 ))_‘ELI"""__<‘

s

7

P e T

S P AR

“QFZ—(S?PT("‘.,H (Lo ¥ ((TIHE=-KY#FX2e 1)1 =(3.8(TI"E~K)))

((TTUE-y %22, ))+(6 FTTIME-XD))

EMT=ORELL A ORE2 SN LENRES 242

- i ahahiiats
EUSTELIYIT(PLAP2FIT)

CIGl=RUSTEOREL

e T

c1a2= F"frforpz o e o

CIGA=ELGTRORES

MRIeINTARL (043G 1EG1) o L _ )

URI=IMTAPL (D, s STO2)

MOA=JMTROL(Ne « STRT)
ro')]-'rh'l 241

CNHY=MRI 14D
ENRAIZMOIMD

CIMTER
b CONTRL.

PRINT

i
b SN

S > 7, X -7 S SNNLLA W5 ISR b F¥% TS Lic s <5 TOUPS - § ﬁzlchserAJRﬂaiﬁawa
el RANMAE QREY ZAPED G OPFAGFYT y

TITLE LIMITING AT .9 OF PEAX VALUE

u"L\V" . .
FINTILRY 0 o DELTE 000 e i ot .
¢D24FMET (EPR L ERP2sERR2 OPFLORF2sORF25FMT e

B T o PR

- D £ 85 G5 TR LS Sy W DD

e

i
v “DPARAY D123 08,R225,05 . .
‘g F‘xr‘ ' *
L"“N“M_IITL€41i“IIINﬁ-AIM.&-O DEAK _VALLE
1 PAPAK D=’ ,3,D225,3
. EMn ——e S -
i TITLF LIMITING AT .7 OF PSLX VALUE -
e PARELL _PAm el g 6 4P 224 o (6 e e : - e s ns
..‘ £Nn :
TSR, | ITLQ»LI?ITIM.nﬁT-ab_um~PTAC~MALU —
: CGARAM DY x..3 . CO D2 __3 Q0
’_ C‘\N\ )
CTITLE tt FITIMG AT .5 OF PEAY V&LUr
~m_m.“00*“'“ Ni=z.2 .3G,P2_V.a= -
T “un .
. STND i
i s FM0 OF <1LE
i _ o ]
i
i
L COCLAD
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P .
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Program 6 R
dthoﬁux Sysﬁem'with Additive Gaussian Noise

This program is written in_drder to insert random
numbers into the’channel with a Gahssian amplitude

distribution and these_valués are added to the sighal

value. As would be expected, the orthomux system is not

affected much by this type interference, but it is an T

interesting use of the digital computer. Asnbeﬁore,

* the program is changed by'modifying the "param," “contrl,"

"const"” and orthogonal function cards. .
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TITLF NRTHOMY X SYRTFV WITH ADDITIVE CUASbIAM MOISE

A i e i 5 &

TITLE O YNAYIAL _SET
ORF1=(SNRT (36 ) ) #{TIMF=X)
AREIR(CARTLS o) L4 o3 (LT T2S —«L)-’L*Z_d ): ,LB_.* (TINME=X)))
ARE2=(SORT (7)) H (15 ¥ ((TINE-K)¥#%36))=(20e%a 40
(LTI 222 L) {fro {101 ) 1)
FUT="1#0ORF1+12%2CRF2+3%0OPF3
EMTVY=EMT Y
Y=MARMAL (P1,P2,P3)
SIAL1=FMTVAONE]
MRI=INTERL(Ne 9STCGL)
CIA2=FRTYRORED -
YR2=IMTARL("e «S1HR2)
SIG2=FUTVYHARE?D )
URA=IMTEPL (N e e S1G3)
EQRI=MR1nM]
FRPR2=MNP M2
ERRARURA M2
COMTOLEINTIV=] 4 o DFLT=, 021
CONGT V=N, . .
. DARAM M1=1,4M2=1 g”q'l oaPl=1, ,PZ Co sP3=4245
RAMAT Y_’_c”T ,F“TY TS A S
IMTFG M ILME '
DRIMT ’LsEDRLJEDRZJ”QPG-VgEXIaFWTY ——ro_-
LU
I1TLE c1u;1 _ )
DADAY D1=2,,02=0,4F2=1,72
CAMD .
TITLE €/M=1/8"

e

FMD

i DADAM

R 1.(1 S
<TNN
[]

DARAM

_TITLE..S/M=1/1n

Pl=3.,P220,P3=3.87

©1=7440220,P3=5,48

NN CREILE

0002026

e e b an

.ot

R { T
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! APPENDIX D
PROPERTIES OF THE PHASE ERROR OF THE OUTPUT
OF A SECOND ORDER PHASE LOCKED LOOP

In many practical situations it is desired to detect
a pure sinusoidal waveform in the presence of white Gaussian
noise and other interfering signals. The best known prac-
tical technique for doing this is to use a second order
phase lock tracking loop. The tracking loop is a closed
loop servo system whose operation on the signal is analogous
to that of a narrow band-pass filter. The theory of opera-
tion of such loops is thoroughly discussed in Gardner and
Kent (1967) and Viterbi (1966). The statistics of the output
phase error of a loop 9 ! where 6 1is the difference in phase
between the sinusoidal 31gna1 belng observed and the loop's
estimate of the signal's phase is not known exactly. Viterbi
(1963) has approx1mated the probability density function of
6_ by

€

: _ exp(acosbs) —-T<f _<+uw - ‘ (D-1)
P(ee) - 211 (a) €

where o is the signal-to-noise ratio in the bandwidth of the
loop and I is the zeroth order modified Bessel function.
Recently published results (Charles, 1966) of experimental
tests have shown Viterbi's formulation to be very accurate.
Viterbi (1966) has calculated the mean and variance of 8
however, in the study of the performance of receivers wikh
noisy phase references, it is also necessary to know the
mean and higher order moments of cosf .

The calculation of the moments of cose is greatly sim~
pllfled if the probability density function of 6 _1is expressed
in series form by making use of the following idéntities from
the theory of Bessel functions (Gradshteyn and Rhyzik, 1965)

exp (jzcosd) = Jo(2)+2 ] 353, (2)coske (D-2)
k=1
and

I (2) = iP5 (2) | (D-3)
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where i = v=1, and I_ and J_ are the ordinary and modified
Bessel functions respective&y of order n. Using the above’
identities in Equation(D-1) yields after some manipulation

l ) «©
p(e_ ) = iETBTET—{Ig(a)+2k£11k(a)cosk6€} . (D-4)

The mean of cosb _, E{cosee} is

m .
{ﬂcoseep(ee)dee (D-5)

E{coses}

it

l ™
iFTETET'£WCOSG€IO(a)de€

1 T , .
+‘?TETET [ ] cose_coske I, (a)do_

which can be integrated to yield

. = I3(0) -
E{COSSS} = i—ld—(-a—)— . , (D-6)

‘The second moment of cosee is

™
: 2 — 2 -
E{cos ee} = {ﬂcos eep(ee)des (D-7)

5 1 m 5
= EETETET {ﬂCOS eelo(a)dee

1 Te )
+ FTETET-lﬁ %=ios eecoskeelk(a)de€

1" 2
=%t ey [ c0st20.To(wds,

I, {(a)
5 (1+ I—iT&-)—)
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The variance of cos® ; using Equations (D-6) and

, O
(D=7) is seen to be & cosee

_ Io(a), _ ,I;(a) ; : -
Ucosee = /;i(l"'Io 0!.)) (Tm')z . ‘ (D 7)
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I AéPENDIX E
THE PROBABILITY DENSITY FUNCTION OF A PHASE SHIFT KEYED
SIGNAL WITH A RANDOM PHASE IN THE
PRESENCE OF WHITE GAUSSIAN- NOISE

Consider a communication system where the transmitter
‘inserts one of two equally likely waveforms s; (t) or s, (t)
into a channel during the period (t(,tp+T). Let the channel
shifts the carrier phase by an unknown amount 6. In addition,
Gaussian noise, n(t), of known covariance is added to the
signal. 1In order to determine the optimum receiver structure
for this system it is necessary to compute

p(R|6) . (E-1)

the probability density function of the received signal given
a phase shift 6.

According to the law of total probability, Equatlon (E-1)
can be wrltten as

p(R|e) = p(sl)p(Rle s1) + p(sZ)mR!e SZ)  (E-2)

where p(s;) is the probability of ch0031ng si (t) and p(Rle s1)
is the probability distribution of R given that sj (t) wag
chosen and that there is a phase shift 6. Since él and sz are
assumed equally likely, Equation (E-2) can be written as

p(Rle) = % Z p(RIe 5;) (E-3)
i=1

Assume that it is known that s.=s;, 6=6 and that the receiver
obtains r samples of the receiVed signal in the period
(tg,tgtrAt) where rAt=T. Now let

[ R(to+At) ,R(to+28t),...,R(tg+rat) (E-4)

[ n(tg+at) ,n(to+24t),...,n(tg+rat) ]

e =2
|

[ /2 sin(w(to+0t)+8),/7E sin(u(to+24t)+6) ...,

V/2E. sin(w (to+rat)+e) T .
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If the noise samples are assumed to be jointly Gaussian
with zero mean, the joint probability density function of
the noise samples can be written as

p () kl, T exp¥{%ﬁ®£iﬁT} : (E-5)
(2m) 5|0y |
where ﬁT denotes the transpose of the veétor N and Qkk is
the covariance matrix of the noise samples, that is
Qll"""."'élk—
@kk:: I R A I BN B | (E_6)
le....'..,.-.‘@kk
where @i. = E{nit+iAt)n(t+jAt)}
and wheré E{x} denotes the expected value of x. Since
R=3%+1X ' (E-7)

where § is known it follows that p(ﬁlg) is jointly Gaussian
with mean 8 and covariance R That is

1

$)
(2m) 5o

p (&] exp-%{ [B-8] o, [R-8]T) (E-8)

l 5
kk
Equation (E-8) can be rewritten as

p(R|%) = C exp{géii [§=%§JT} (E-9)
where C is independent of o

Let
-1z T T
o [R-%8]" = & at (E-10)
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where
[g (to+at) ,g (tg+2At) .. .qg (Eg+rat)]. (E-11)

Thén

p(R|8) = C exp 8 &Tat ~ . (E~-12)
or

. k . :
p(R|S) = C exp ) /2E sin(w(to+jat)+6)g(to+jat)at (E-13)
=1

and _ r (E-14).

R(tg+jat) -VE/2 sin(u(tp+jat)+e) = ) ¢jkg(t0+kAt)At

o . k=1 -

If the sampling "interval At becomes arbitrarily small and r
becomes arbitrarily large, so that the samples become dense
in the interval and if the limits of the summations of Egua-

tions (E-13) and (E-14) converge, then these Equations con-
verge to

to+T

p&|%) =C exp [ /2E sin(wt+6)q (£)drt . (E-15)
A to '
and
to+T
R(t) - V/E/2 sin(uwt+8) = [ o (t-x)g(x)dx . (E-16)
tyg :

If the noise is assumed to be white then
2 (t-x) = §(t-x)Ny/2 (E-17)

where Ny is the one sided noise spectral den51ty of the noise.
Equation (E-~17) then can be written as

R(t) - /E/Z sin(ut+0) = No/2 g(t) . (B-18)
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Substitute Equation (E-~18) into (E-15) to obtain

t0+T . (E—lg)
p(R|8) = C exp 2/Ny [ |R(t)-VE/Z sin(ut+6)|/ZE sin(vt+6)dt
to
which can be rewritten as
’ t0+T ‘ - :
> ' e \
p(R|8) = C expl(2/Ny [ Y2E R(t)sin(nt+6)dt (E-20)
. to
to+T _
- 2E/Nof sin? (wt+6)dt} .
to
; The last term of Equation (E-20) may be integrated to
yield
t0+T . el
[ sin? (ut+6)dt = T/2 51n2(w(t0+T):6) sin2 (wtg+86) (E-21)
to : )

If~w>>1 the last term of Equation (E-21) is independent of ¢
and Equation (E-20) may be written as

) to+T ,
p(ﬁlg) = Cclexp 2§§§ fOR(t)sin(wt+9)dt _ . (E-22)
to

i

p(R|3,s1)

where C! is independent of 6.
Likewise

816,52 = sy 2L

to+T .
[ R(t)sin(wt+e)dt} .  (E-23)
to

Substituting Equations (E-22) and (E-23) into Equation (E-2)

yvields
~ rs= Lto+T
p(&|6) = cllcosh 222E )
Ny to

R(t)sin (wt+6)dt (E-24)

where Cl1 is independent of s.



